Face Alignment Using a Ranking Model based on Regression Trees
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In this work, we exploit the regression trees-based ranking model,
which has been successfully applied in the domain of web-search rank-
ing, to build appearance models for face alignment. The model is an
ensemble of regression trees which is learned with gradient boosting. The
MCT (Modified Census Transform) [1] as well as its unbinarized version
PCT (Pseudo Census Transform) [2] are used as features due to their ro-
bustness to illumination changes. To avoid the overfitting problem and
ensure quick convergence in gradient boosting, we use random trees to
initialize the boosting. The Nelder Mead’s simplex method is applied
for fitting the learned model. We compare the proposed regression trees-
based point-wise ranking model to pairwise ranking model. Experiments
show that the proposed model improves both robustness and accuracy for
face alignment.

Classification-based boosted appearance model using the PCT fea-
tures has been proposed in [2]. However, the model has its own draw-
back as the positive and negative training samples are highly imbalanced.
Furthermore, the learned score function does not guarantee smoothness
and concavity in the neighborhood of real solution. Optimizing such a
score function with a local optimizer is prone to local maxima. In [4, 5],
Ranking-based Appearance Models (RAM) are investigated by boosting
the score function in a pairwise ordinal classification way. This model
ensures that the score function returns a higher value if the current align-
ment is closer to the ground truth than the others in the shape parameter
space. A local optimizer benefits from such a model as the gradient of the
learned score function is constrained to the same direction towards the
ground truth.

Based on this idea, we propose and compare two ranking-based ap-
pearance models in this work. Both models use a generative shape model
assuming 2D face shapes lie in a linear subspace. We represent a novel
shape s with a linear combination of shape basis: s = so + X', p;s;, where
So is the mean shape, s; is the i-th shape basis, and p = [p1,p2,...,pn] "
is the shape parameter. A non-linear mapping function W(x;p) is de-
fined which maps pixel x defined in an instance shape to the mean shape.
A shape-free image (Figure 1(a)) I(W(x;p)) is obtained after warping a
face image I given shape parameter p.

The first ranking appearance model learns a ranking function via pair-
wise ordinal classification as proposed in [4]. However, in this work,
we apply the pairwise RankSVM [3] on the PCT features to build weak
rankers (Eq. 1):
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A PCT feature vector ¢ is extracted at a particular location in the masked
shape-free image. The function aran() is used to ensure both discrim-
inability and derivability. The S(-) is a sigmoid function, which normal-
izes the values in a raw PCT feature into a range of (0,1). The projec-
tion vector w” is learned with RankSVM. The threshold #" is determined
with weighted least square estimation. The final strong ranking function
(Eq. 2) is combined by boosting weak rankers with gentleboost:
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Fitting a learned model to a novel image is done by maximizing this
score function with respect to the shape parameters using gradient ascent
method.

Point-wise ordinal regression based on gradient boosted regression
trees (GBRT) has gained much attention for solving ranking problem in
information retrieval domain. We apply GBRT in the second ranking
appearance model. The GBRT iteratively fits regression trees of certain
depth to regression residues, which results in less biased estimation. As
the learned ranking function is not differentiable anymore due to the hier-
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Figure 1: (a) A shape-free face image; (b) MCT output of a shape-free
image; (c) 9 PCT filter masks; (d) PCT-filter responses of a shape-free
image.

archical tree structure, we apply both PCT and MCT as our feature repre-
sentation. Usually a small shrinkage is used for training GBRT to avoid
overfitting. However, setting small shrinkage leads to slow convergence
which results in enormous number of trees in the strong ranking function.
This problem can be solved by initializing the GBRT properly so that the
initial estimation is already close to the regression target.

We use random forest as an initial estimation for the iterative GBRT
training. The random forest is a combination of bagging and random
feature selection. This leads to a low variance estimation and less sensitive
to noise and outliers. We denote this initialized GBRT as iGBRT. The
output of the final boosted ranking score function is actually the response
of RF combined with the boosted regression trees:
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Where F(+) is the initial estimation from random forest. /(-) is a boosted
weak regression tree. o is the shrinkage and Mp is the total number of
boosted trees.

Face alignment is equivalent to maximizing Equation 3 with the con-

straint of the shape prior. We define the cost function as follows:
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where f is the parameter that we estimated from the training data. A; is
the eigenvalue corresponding to shape parameter p;. As it is difficult to
derive the analytical gradient for the cost function, we use the Nelder-
Mead simplex method to minimize Equation 4 which only requires the
evaluation of the cost function.

The details of the learning the ranking appearance models are de-
scribed in the paper, including data sampling and parameter setting for
training the models. We evaluated the alignment on different data sets
and observed that ranking-based appearance models improve the fitting
performance over the classification-based model. The iGBRT model out-
performs the pairwise ranking model as well as the original GBRT-based
model.
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