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Segmenting human motion into distinct actions is a highly challenging
problem. From the motion analysis perspective, segmentation is difficult
due to large stylistic variations, temporal scaling, changes in physical ap-
pearance, irregularity in the periodicity of human motions and the huge
number of actions and their combinations. From a semantic viewpoint,
segmentation is inherently elusive and difficult because in the vast ma-
jority of cases it is not clear when a set of poses describes an action. For
instance, punching with the left hand and punching with right hand can be
different actions, but it might be also regarded as punching or even more
general as boxing.

We propose to learn what makes a sequence of poses different from
others such that it should be annotated as an action, as illustrated in Fig. 1.
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Figure 1: System Overview: Human motion sequences are clustered into
different actions using a learned distance metric. We use annotations
available in a mocap dataset to learn a distance metric that captures the
semantic similarity between skeleton motion.

We make use of already annotated motion capture datasets and for-
mulate action segmentation as a weakly supervised temporal clustering
problem for an unknown number of clusters. Since publicly available
datasets might contain different motions and action labels than the test se-
quences, we can not use the annotation directly for action segmentation.
Instead, we use the annotations to learn a distance metric for skeleton mo-
tion using relative comparisons in the form of samples of the same action
are more similar than they are to a different action. This is very intuitive
since the sequences of a single database are usually labeled based on a
semantic similarity.

We obtain a set of 14 relevant joint positions {q1, . . . ,q14} that can
be easily obtained in different datasets [1]; see Fig. 2. We define a feature
vector using these joint positions, and their velocity and acceleration:

x = {q1, . . . ,q14, q̇1, . . . , q̇14, q̈1, . . . , q̈14} (1)

In the paper, we propose a set of relative constraints for pose features
in order to capture the semantic similarity between poses given action
labels of mocap datasets. We then rely on Information Theoretic Metric
Learning (ITML) [3] in order to find the distance metric dA, parameterized
by a positive semi-definite matrix A:

dA(xi,x j) = (xi−x j)
T A(xi−x j) (2)

Since for each feature xi we have only an action label yi, we define
the constraints based on triplets of points (xi,x j,xk) with class labels
(yi,y j,yk), where feature vectors with the same label should be closer
to each other than to feature vectors with different labels. As an exam-
ple, if yi = y j ∧ y j 6= yk then the learned metric should hold dA(xi,x j) ≤
min(d(xi,xk),d(x j,xk)).

The learned distance metric is then used to cluster the feature vec-
tors in a test sequence into k motion primitives. The obtained primitives
are provided to a hierarchical Dirichlet process (HDP)[5] that clusters the
motion sequence into distinct behaviors (see Fig. 2). Provided that HDPs
are non-parametric Bayesian models for infinite component mixtures, the
number of actions (clusters) in a motion sequence is automatically esti-
mated.

A
0 10 20 30 40 50 60 70 80 90 100

0

5

10

15

20

25

HDP

Actions

Figure 2: Detailed overview of our approach. A set of pose-based fea-
tures are extracted using 14 relevant joints (marked with red spheres).
These features are subsequently clustered into primitives using a metric
(A) learned on related action sequences. In order to infer the different
actions in a sequence, we first group the primitives using a sliding win-
dow. Then, we provide the resulting sets of primitives to a hierarchical
Dirichlet process.

We conduct experiments on two publicly available mocap datasets:
the CMU dataset [2], and the HDM05 dataset [4]. Specifically, we carry
cross-dataset experiments in order to validate that the learned metric can
be used for unseen actions and across datasets.

Details about the proposed constraints, implementation and evalua-
tion methodology are given in the paper. Our conclusion, supported on
the experimental results, is that the learned metrics improve the cluster-
ing results even across datasets and do not require that the actions of the
test sequences are present in the training data. Furthermore, the method
does not require to know the actual number of actions in a sequence. This
makes our semi-supervised temporal clustering approach a compelling al-
ternative to other unsupervised methods.
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