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Adaptive tracking-by-detection methods use previous tracking results to
generate a new training set for object appearance, and update the cur-
rent model to predict the object location in subsequent frames. Such ap-
proaches are typically bootstarpped by manual or semi-automatic initial-
ization in the first several frames. However, most adaptive tracking-by-
detection methods focus on tracking of a single object or multiple un-
related objects. Although one can trivially engage several single object
trackers to track multiple objects, such solution is frequently suboptimal
because it does not utilize the inter-object constraints or the obejct layout
information [2].

We propose in this paper an adaptive tracking-by-detection method
for multiple objects, inspired by recent work in [1] and [2]. The con-
straints for structured Support Vector Machine (SVM) in [1] are modified
to localize multiple objects simultaneously with both appearance and lay-
out information. Moreover, additional binary constraints are introduced to
detect the existences of respective objects and to prevent possible model
drift. Thus the method can handle frequent occlusion in multiple object
tracking, as well as objects entering or leaving the scene. Those binary
constraints make the optimization problem significantly different from the
original Structured SVM [3]. The inter-object constraints, embedded in a
linear programming technique similar to [2] for optimal position assign-
ment, are applied to diminish false detections.

In single object tracking case, given a set of frames {x1,x2, . . . ,xn}
indexed by time, and the corresponding set of labeling, i.e. bounding box,
{y1,y2, . . . ,yn}, structured SVM tries to find a model f (x,y), such that the
task of predicting object location in a testing frame x could be conquered
by maximizing:

f (x,y) = 〈w,Ψ(x|y)〉, (1)

where x|y is the patch of frame x within bounding box y or the features
extract from it, and Ψ(·) is the mapping from input space to the implicit
features space. The resulted optimization problem is the following,

min
w,ξ

1
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‖w‖2 +C1

n

∑
i=1

ξi s.t. (2)

〈w,Ψ(xi|yi)−Ψ(xi|y)〉 ≥ ∆(yi,y)−ξi , i = 1,2, . . . ,n, y 6= yi(3)

where ξi ≥ 0, y 6= yi implies bounding box y in (3) could be anywhere else
other than groundtruth y, and ∆(yi,y) = 1− yi∩y

yi∪y is the loss of predicting
y when groundtruth is yi.

The tracker could track slowly changing object due to its adaptive
nature, but it is also likely to drift when the object is occluded or out of
the scene. For selective adaptation and suppression of drifting, binary
constraints are added. Suppose Z is the training set of the object detector,
and each z ∈ Z has the label lz ∈ {+1,−1}. For each z ∈ Z, the binary
constraint is

lz(〈w,Ψ(z)〉+b)≥ 1−ηz , ∀z ∈ Z, (4)

where b is the bias and ηz ≥ 0. (4) favors the sample z which is correctly
classified by current model. The overall objective function (2) becomes

min
w,b,ξ ,η
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ηz. (5)

Objective function (5), constraints (3)(4) and slack variable constraints
lead to a new optimization problem, which could be recognized as a com-
bination of structured SVM and binary SVM.

In multiple object case, compared with the single object version, we
add constraint that two or more objects can not appear in the same location
in one frame, as well as the objects layout information. The training set in-
cludes a frame set {x1,x2, . . . ,xn} indexed by time, and {Y1,Y2, . . . ,Yn}
is the correspond set of structured labels, where Yi = (y(1)i ,y(2)i , . . . ,y(K)

i )
indicates the bounding boxes corresponding to K objects in frame i. If

the k-th object does not appear in the i-th frame, y(k)i = null. We design a
function f (x,Y) such that the object locations Y∗ in frame x are given by
maximizing

f (x,Y) =
K

∑
k=1
〈w(k),Ψ(x|y(k))〉+ 〈v,Φ(Y;Yi−1)〉, (6)

where Yi−1 is the layout in i− 1-th frame and Φ(Y;Yi−1) is the layout
feature of size

(K
2
)
×2, whose k-l- j-th element is

Φkl j(Y;Yi−1)=

{ ∣∣∣(y(k)i−1( j)−y(l)i−1( j)
)
−
(

y(k)( j)−y(l)( j)
)∣∣∣ if y(k|l)i−1|i 6= null

0 otherwise
,

(7)
while y(1) and y(2) are the horizontal and vertical coordinates of the
bounding box y’s center, respectively. The model leads the following
optimization.

min
w,v,ξ ,η
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K

∑
k=1
〈w(k),Ψ(xi|y(k)i

)−Ψ(xi|y(k) )〉+ 〈v,Φ(Yi;Yi−1)−Φ(Y;Yi−1)〉 ≥

∆
M(Yi,Y)−ξi,∀i,Y 6= Yi

(9)

lz(k)(〈w
(k),Ψ(z(k))〉+b(k))≥ 1−ηz(k) , ∀k, ∀z(k) ∈ Z(k), (10)

(9) is the structured constraint, where Yi is the groundtruth object loca-
tion set of frame i, Y is the set of locations other than groundtruth, and
∆M(Yi,Y)=∑

K
k=1 ∆(y(k)i ,y(k)) is a combination of losses on each objects.

(10) is the binary constraint.

Figure 1: Tracking results.

Fig.1 shows the tracking results across time on 2 different video clips,
’motinas-multi-face-fast’ and ’toys’ respectively. We compared against 5
methods. Evaluation results show that our method works better than other
adaptive single object tracker when tracking multiple objects, and outper-
forms non-adaptive association-based multiple object tracking methods
when tracking objects without enough training samples.
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