Real-time Learning and Detection of 3D Texture-less Objects: A Scalable Approach
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Figure 1: For a given tracing path, constellations of edgedee traced
out from training views exhaustively, and an affine-invatidescriptor for |
each constellation is inserted into a quantised hieraathizsh table. For °
a test image, constellations are traced out using the sathe@andidate
detections are found by comparing the descriptor to the tzsh, tested Figure 3: Sample set of results on the tools and ETHZ datasets
using all the training edgelets, and refined using iterativsest edgelet.




