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Abstract

With the proliferation of modern microscopy imaging technologies the amount of
data that has to be analysed by biologists is constantly increasing and as a result the
development of automatic approaches that are able to track cellular structures in time-
lapse images has become an important field of research. The aim of this paper is to detail
the development of a novel tracking framework that is designed to extract the cell motility
indicators in phase-contrast image sequences. To address issues that are caused by non-
structured (random) motion and cellular agglomeration, cell tracking is formulated as
a sequential process where the inter-frame cell association is achieved by assessing the
variation in the local structures contained in consecutive frames of the image sequence.
We have evaluated the proposed algorithm on dense phase contrast cellular data and the
reported results indicate that the developed algorithm is able to accurately track Madin-
Darby Canine Kidney (MDCK) Epithelial Cells in image data that is characterised by
low contrast and high level of noise.

1 Introduction

The precise estimation of cell motility allows the extraction of quantitative indicators that de-
scribe a wide range of biological processes including embryogenesis, inflammation, tumour
development, etc. [1, 10]. This area of research has received substantial interest from cell
and molecular scientists since the understanding of mechanisms that stimulate/reduce the
cell motility has important practical implications [12]. Typically, the cell motility is evalu-
ated in sequences of time-lapse images and the current practice involves a manual procedure
to determine the cell association in consecutive frames. However, with the advent of modern
microscopy imaging modalities the amount of information required to be analysed by biol-
ogists has substantially increased and in many situations the manual cell tracking procedure
has become impractical [10]. Thus, computer-based automatic techniques that are able to
robustly track the cells in large image sequences have become an invaluable research tool
when the tracking process is evaluated in serial investigations. As indicated above, cellular
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tracking has become an active area of research and many approaches have been proposed
to locate, segment and track various types of cells in time-lapse data. Since the tracking
process is often defined based on the characteristics of the cells present in the image, the
proposed techniques were generally based on application dependent architectures. When
these approaches are evaluated from a computer vision standpoint, two main categories can
be identified. The first category contains segmentation-driven approaches where cells in
each frame are detected first and then the detected cells are associated by optimising an
objective function to enforce the continuity of the tracking process in the spatio-temporal
domain [2, 8, 9, 10, 13]. These approaches have shown promising results when applied to
sparse cellular data characterised by strong image contrast (fluorescence microscopy data)
but they proved to be less successful when applied to low contrast data that exhibit cellular
agglomeration, proliferation and image noise. The main weakness of these approaches re-
sides in the rigid architecture that cannot adapt to errors that occur during the segmentation
process, thus their extension to cell tracking in phase contrast images is not straightforward.
The reliance of the tracking algorithms on the accuracy of the segmentation process forms
one of the issues that will be addressed in this paper. Considering the fact that cells are
difficult to be extracted in each frame, substantial research efforts have been devoted to de-
velop model driven techniques where intensity attributes are parameterised and the tracking
process is performed by evolving the data-driven model from frame to frame. Tracking al-
gorithms based on active contours [15, 16, 19], level sets [5] and mean-shift [4] are some
representative approaches included in this category. While model based approaches have
associated the advantage that they do not require the segmentation of the cells in each frame,
these methods are also problematic when applied to complex data, a situation when they are
likely to be trapped in local minima. In addition, active contour and mean-shift-based al-
gorithms do not naturally handle topology changes when tracking cells that exhibit random
motion patterns and they have shown substantial limitations when dealing with issues caused
by cellular agglomeration and proliferation. Consequently, Kalman and particle based filters
were integrated within the standard model-based tracking schemes with a view of improving
their performance [6, 11, 17], but the simple inclusion of the motion estimators within the
tracking process proved also troublesome as they were not able to sample the modes of vari-
ation of the random cell motility. Thus, the research moved into the estimation of the motion
patterns using multiple statistical models and algorithms that followed this approach have
been reported in [6, 11]. Although these algorithms include multiple models corresponding
to different cellular movement types, they entail a considerable level of supervision to train
the data and motility models. As a result, recent approaches started to investigate the fea-
sibility of hybrid procedures that investigate the cell tracking process from a more generic
perspective and in this paper we propose a multi-step cell tracking strategy in which the
neighbouring relationships of the cells that are detected during the segmentation process are
encoded using a mesh representation based on Delaunay triangulation [3]. The neighbour
relationship is utilised in a structural manner and in our approach structures of cells are
matched rather than individual cells to adapt to tracking scenarios that are characterised by
random motion. To compensate for segmentation errors we have developed a novel frame-
work that first evaluates the local distortions in the Delaunay meshes in consecutive frames
and then identifies the location of the missed cells using a pattern matching strategy. We
have applied the proposed cell tracking algorithm on large phase-contrast image sequences
and the experimental results indicate the efficiency of the proposed cell tracking framework
in redressing the errors that occur during the segmentation process.
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2 Opverview of the cell-tracking algorithm

The proposed cell tracking algorithm is constructed in a multi-step modular fashion. The first
step of our algorithm addresses the cell segmentation and the proposed approach involves
a completely automatic data driven procedure. The second component of the algorithm
implements the tracking process where the cell association is based on the evaluation of the
local similarity in the Delaunay mesh structures in consecutive frames of the image sequence.
While the data returned by the segmentation algorithm is directly used in the process required
to generate the Dealunay mesh in each frame, the segmentation errors that are caused by the
improper contrast in image data will induce substantial errors during the tracking process.

| Output tracking results |

Yes

Under-segmentation | No | Cell association

module - complete ? !
Node (cell) spatial Inter-frame cell i
relationship association i

Cell tracking process

Figure 1: Overview of the proposed cell tracking framework.

To find a solution to this problem we have devised a multi-step tracking technique. In
the first phase the proposed algorithm identifies the corresponding cells by evaluating the
local similarities in the cellular structures, while in the second phase the algorithm attempts
to reduce the level of unmatched nodes in the frames under investigation. The occurrence
of unmatched nodes can be caused by several possibilities, including cellular agglomeration,
under segmentation and the migration of the cells outside the region of interest that is imaged
by the microscope. If such situations are encountered during the cell association process, the
algorithm initiates a process that combines the information associated with the nodes that are
matched in the first phase of the tracking process with the information in the intensity domain
to redress the problems caused by segmentation errors. The block diagram that illustrates the
logical connections between all modules of the tracking algorithm is shown in Figure 1.

3 Cell segmentation module

The aim of this module is to segment the cells in each frame of the image sequence and to
identify their centroid points that are required to construct the Delaunay mesh. Since the
MDCK phase contrast image data can be roughly approximated with a bi-modal distribu-
tion, the cells can be theoretically extracted using threshold-based segmentation techniques.
However, purely threshold-based approaches are not a valid option as the contrast between
the cells and background is variable within the same image and in addition the distribution of
the intensity values within areas defined by cells is not constant. Moreover, substantial inten-
sity offsets can occur when the cell data is analysed in different frames of the sequence, and
this inserts an additional complication that has to be accommodated by the cell segmentation
algorithm. Based on the problems mentioned above we have devised a cell segmentation
scheme which attempts to maximally exploit the contrast difference between the cells and
the background information. An overview of the proposed algorithm is depicted in Figure 2.

As Figure 2 illustrates, the proposed cell segmentation algorithm consists of several steps
that are applied to identify the areas in the image that are characterised by relative large
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variations in the intensity domain.

contour refinement

| Image |—>| Median ﬁner}_l_l}Remove small regions |—> Morphology-based cell
A

Hysteresis-based
Otsu thresholding cell segmentation | Segmented cell results |

Figure 2: Outline of the cell segmentation algorithm.

As a result the initial cell seeds are extracted using the Otsu thresholding algorithm [14]
that assumes that the intensity distribution of the data is bi-modal. However, since the dis-
tribution of the intensity values within the cell region is not constant, the data returned by
the Otsu thresholding operation is characterised by errors such as holes and poor localiza-
tion of the cell contours. To compensate for these errors, a hysteresis-based morphological
operation is applied to grow the initial seeds extracted by the Otsu thresholding technique.
Other components of the algorithm detailed in Figure 2 perform the impulse noise removal
and the removal of small regions that are caused by dead cells and the debris present in the
background medium where the cells are grown.

Figure 3: Cell segmentation process. (a) MDCK image. (b) Segmentation results. The cells
that are not identified by the algorithm are highlighted with circular markers.

An example that illustrates the performance of the developed algorithm is shown in Fig-
ure 3, where it can be noticed that the algorithm fails to identify a number of cells due to
the low contrast between the cell data and the background. Nonetheless, these errors will
reduce the performance of the subsequent cell tracking process and as illustrated in Figure
1 we have devised a module that identifies the situations when under-segmentation occurs.
This will be explained in the next section of the paper.

4 Cell tracking module

4.1 Delaunay mesh generation

After the cell segmentation routine is completed, the algorithm extracts the centroid points
for all identified cells in the image sequence. It is useful to note that there are situations
when cells are merged into clusters and to allow the identification of each individual cell
the algorithm selects the centroid points using an approach that evaluates the peaks in the
distance transformed data. For instance, if cells are merged in a cluster, this will generate
multiple peaks in the distance transformed data and the algorithm divides the cluster into its
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constituent parts and assigns a centroid point for each cell in the cluster. In this way, each cell
in the image sequence is represented by a point C! (x;,y;), where i defines the index of the cell
in the frame ¢. Once the centroid points are extracted, a Delaunay mesh is constructed for
each frame in the image sequence as illustrated in Figure 4. In this fashion, the local structure
in the Delaunay mesh for each cell (see the highlighted section in Figure 4b) provides a
detailed description of the topological arrangement between the cell of interest and its closest
neighbours and this information is used in the process of identifying the associated cells in
adjacent frames of the sequence.

Figure 4: Delaunay mesh and local structure. (a) Cell centroid points. (b) The correspond-
ing Delaunay mesh. The highlighted local structure defines the local relationship structure
associated with the node labelled with A in figure (a)

4.2 Cell association process

The identification of the corresponding cells in adjacent frames is carried out by evaluat-
ing the level of similarity in the local structures of the Delaunay meshes that are calculated
for the frames under investigation. As indicated in Section 3, one issue that needs to be
accommodated by the cell association process is the occurrence of under-segmentation. In
this situation, for cells that are identified in the previous frame ¢ we are not able to iden-
tify a corresponding cell in the current frame # + 1. Nonetheless, the occurrence of under-
segmentation significantly complicates the cell association process and to address this cell
tracking scenario we have devised a three-step algorithm. In the first phase of the algorithm
we attempt to identify the nodes (cells) that generate similar local structures in the Delaunay
meshes calculated for the adjacent frames under analysis. The similarity between two nodes
in the Delaunay meshes that correspond to the adjacent frames is evaluated as follows,

S(Ft Fl"+1)
ooty 17
M(uiauj )= |Fl[| (1)

where F! and F j’ 1 are the triangular structures that are associated with the nodes ! and

utj+1 in the two Delaunay meshes, |F/| denotes the number of triangles associated with the

node u}, and S(e) defines the number of triangles that are matched with respect to Hausdorff
distance [7]. As we mentioned earlier, in the first phase of the cell association process we
attempt to match only the nodes in the frames ¢ and ¢ 4 1 of the sequence for which we are
able to find the most precise match with respect to a predefined threshold value for their
local Delaunay meshes. In the second step of the cell association algorithm we attempt to
match the un-associated nodes that are adjacent to the nodes that are identified in the first
step (i.e. the nodes that are determined with the highest confidence level). In other words,
in the second step we use the information that is similar in the Delaunay meshes to aid the
identification of the corresponding nodes in the ¢ and ¢ + 1 frames whose local structure
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is changed by unstructured cell motility or degenerations that may occur in the Delaunay
meshes. To accommodate changes in the local Delaunay meshes we evaluate the similarity
between nodes using an expression that is derived from (1).

M(u;,u’;“l) =

@

t pt+1 t pt+1 t o+l
S(FivFj )+R<Eian )+ D(ci,cj )
|| A

where R(e) counts the number of most similar links between the nodes u} and ut;rl with

those that are identified in the first step (using Eq. 1), E! = {eﬁ’m} defines the links between

the node i with its connected reference nodes m in the Delaunay mesh, |E!| denotes the
number of links associated with the node u} , D(e) is the L, distance between the centroid
points ¢} and c’jJrl associated with the nodes u} and u’jH, respectively, and D,,,,, is a parameter
that defines the maximum cell movement that can occur in adjacent frames. In (2) the last
term can be thought of as a functional that penalises large movements between cells in frames

tandt+1.

Figure 5: Illustration of the cell association process where the left and right images depict
the ¢ and r + 1 frames. (a) and (b) Cell association results - the nodes that are associated in
the first and second steps are labelled with A and B, respectively. With D and P are marked
the nodes in (a) and (b) that do not obey the matching criteria enforced with Eqns. (1) and
(2). These nodes are not associated due to factors such as under-segmentation and large
distortions in their local Delaunay meshes.

The cell matching process is illustrated in Figure 5 where the nodes that are associated
in the first and second steps of the cell association algorithm are labelled with A and B,
respectively. As Figure 5 illustrates, there are nodes that cannot be associated in the first two
steps of the cell association process. These nodes were not associated due to inconsistencies
in the local Delaunay meshes that were caused by issues related to under-segmentation,
situations caused by nodes that enter or exit the region of interest (ROI) that is imaged by
the microscope and cell division. However the nodes in frame 7 + 1 that enter or exit the ROI
and those that are the result of cell division were correctly left un-associated, as they do not
have a corresponding node in the frame ¢. Based on this observation, in the third step of the
cell association algorithm we attempt to redress the errors caused by under segmentation, a
situation that occurs when nodes in the frame ¢ + 1 are not identified by the cell segmentation
algorithm.
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4.2.1 Redressing the problems caused by under-segmentation

The occurrence of under-segmentation in frame ¢ + 1 leads to large distortions in the De-
launay meshes and as a consequence nodes in the frame ¢ are left un-associated after the
application of the first two steps of the cell association algorithm. A typical scenario caused
by under-segmentation is illustrated in Figure 6 which leads to the situation when the cell as-
sociation algorithm is not able to find a corresponding cell in frame 7 4 1 for the cell marked
with a white dot in frame ¢ (see Figure 6a).

If cells are left un-associated in the frame ¢, the cell association algorithm activates the
under — segmentation module in order to assess if a suitable location for a cell can be iden-
tified in frame ¢ + 1. To this end, we have developed an algorithm based on the Normalised
Cross Correlation (NCC) [18] that attempts to locate in the image # + 1 a pattern that approx-
imates the intensity profile of the rectangular template that encompasses the un-associated
cell in frame ¢. To avoid the identification of potential cell locations that are far with re-
spect to the position of the un-associated node in frame ¢, the search space in frame 7 + 1
is restricted within a D,,,4c X D4 area whose center is the coordinate of the centroid of the
un-associated node. This process is shown in Figure 6 where the local maxima with respect
to NCC are marked with white dots - Figure 6(c).

Figure 6: Best candidate selection. (a,b) Local distortions in the Delaunay meshes caused by
under-segmentation. (c) The identified candidates cell locations for the missed cell in frame
t + 1 that is depicted in (b), (d-i) Evaluation of the mesh distortion for each candidate cell.
(j) The candidate cell location that minimises the mesh distortion that is sampled by Eq. (3).

While within the D, X D,uax Search area are several structures that resembles the in-
tensity profile of the un-associated cell in frame ¢, the application of the normalised cross
correlation procedure will generate multiple peaks. To identify the location that minimises
the distortions in the local mesh in frame 7 4 1 with respect to the local mesh in frame #, the
distortion level is evaluated using the following expression,

uj = Cvj 2

e . — Tl ’

t t+1
0~ 0. ‘

D(u’,th) — i (3)

j=1 Max (eflyj,ef,j;l) +j:1 Max (61571-, 6‘2}71>

where u is the un-associated node in frame ¢, v'*! is the candidate cell location in frame
t + 1, m denotes the number of links between the node #' and the matched nodes identified
in the first step of the cell association process, e’u’ j denotes the edge link between the node u'
and the matched node with index j in frame ¢ and 9,27 ; defines the angle between the edge link
generated by the node ' and the matched node with index j with respect to the horizontal
axis. Similarly, the same description applies to the notations used for the candidate cell
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location v'*1 . Tt is useful to note that for simplicity reasons the local mesh is created by
connecting u' to each of the nodes that were identified in the first and second steps of the
tracking process (see Eqns. 1 and 2). As indicated above the objective is to minimise the
expression shown in Eq. (3) and this process is graphically illustrated in Figure 6(d—i). The
tracking results when the third step of the cell association algorithm is applied to the 7 and
t + 1 frames depicted in Figure 5 are shown in Figure 7.

5 (a)

Figure 7: (a) and (b) Cell association results after redressing the problems caused by under-
segmentation (the nodes associated in the third step of the cell tracking algorithm are labelled
with C). Note that the algorithm excludes some marginally placed cells when the Delaunay
meshes are generated as their detected centroid points lie within a certain distance threshold
with respect to the borders of the image. This algorithmic choice is applied to restrict the
occurrence of short tracks that are generated by cells that enter and exit the region of interest
imaged by the microscope. These diagrams are best viewed in colour.

S Experimental results

The proposed cell tracking algorithm was evaluated on MDCK Epithelial Cells. The spa-
tial resolution of the image data is 400350 and the temporal (inter-frame) resolution is
10 minutes. The results returned by the cell tracking algorithms are compared against the
manually annotated data and the performance is evaluated using standard metrics such as
the number of valid cells that are tracked in the overall image sequence. We have tested
the algorithm on 4 MDCK image sequences and we were particularly interested to evaluate
the efficiency of the proposed redressing scheme that is applied to counteract the tracking
errors caused by under-segmentation. To assess the performance of the redressing scheme
discussed in Section 4.2.1 we report experimental results in conditions when this proce-
dure is removed (Delaunay Matching -DM) or included (Delaunay and Pattern Matching -
DPM) in the overall implementation of the proposed cell tracking algorithm. While under-
segmentation induces distortions in the local neighbouring relationships (Delaunay meshes)
that are used in the process of identifying the corresponding cells in adjacent frames, we first
analyse the performance achieved by the segmentation procedure that is detailed in Section
3. When applied to the four MDCK sequences, the algorithm was able to achieve an overall
detection accuracy of 94.23% (14440 cells where correctly identified out of a total of 15323
cells). The lowest accuracy was 90% and the highest was 97%. As indicated earlier, the
tracking accuracy is evaluated based on the number of cells that are correctly tracked in the
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entire image sequence and experimental results are reported in Table 1.

The experimental results reported in Table 1 clearly indicate that the inclusion of the
component that is designed to address the under-segmentation in the development of the cell
tracking algorithm substantially improve the accuracy of the cell tracking process. Graphical
examples that sample the performance of the proposed cell tracking algorithm are shown
in Figure 8 where it can be observed that the inclusion of the computational module that
is designed to redress under-segmentation considerably reduces the occurrence of broken
tracks.

Cell sequence | Number of | Number of cells DM DPM
frames tracked throughout Number of cells Percentage | Number of cells Percentage
the sequence(manually) | tracked throughout tracked throughout
the sequence the sequence
1 100 190 9 51% 170 89%
2 100 120 59 49% 105 88%
3 100 174 94 54% 143 82%
4 100 135 58 43% 112 83%

Table 1: Accuracy of the cell tracking algorithm when the module designed to redress the
under-segmentation is removed (DM) or included (DPM) in the overall tracking framework.
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Figure 8: The effect of under-segmentation on the overall performance of the cell tracking
process. (a) Cell tracking results - DM. (b) Cell tracking results - DPM.

6 Conclusion

In this paper we have detailed the development of a fully automatic cell tracking algorithm
where the tracking process evaluates the similarities in the neighbouring relationships be-
tween cells in adjacent frames. In this paper we were particularly interested to evaluate the
impact of the cell segmentation errors on the cell tracking accuracy and to robustly address
this problem we have introduced a novel approach that redresses the under-segmentation
problems using a pattern matching approach. We have applied the proposed strategy on
large MDCK image sequences and the reported tracking accuracy is in the range 82 to 89%.
It is useful to point out that the resulting cell tracking strategy does not require any a priori
information in regard to motion patterns and it is able to accommodate difficult situations
such as unstructured cellular motility, cellular agglomeration, shape deformation, intensity
variation and image noise.
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