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This paper presents a new descriptor for human detection in still im-
ages. It is referred to as isotropic granularity-tunable gradients partition
(IGGP), which is extended from granularity-tunable gradients partition
(GGP) descriptors. The isotropic representation is achieved by aligning
the features with different orientation channels according to their princi-
pal angles. The benefits of this extension are two folds: firstly, since the
partitions’ sizes of all the orientation channels are equal, the noise intro-
duce by the small partitions in the original GGP descriptors is eliminated
and the performance can be essentially improved; secondly, the integral
image based fast computation is applied and more than 20 times speedup
has been achieved. In addition, we introduce a new human dataset HIMA.
Unlike the previous available human datasets which are mainly captured
on the street views for automobile safety or robotics, HIMA dataset is
captured on the outdoor work fields for industry safety. The major chal-
lenges include: extreme light conditions, occlusion and strong noise. We
benchmark several promising detection systems, providing an overview
of state-of-the-art performance on the HIMA set. Experimental results
show that the proposed method can yield very competitive results in both
the detection speed and accuracy.

Recently, remarkable progress has been achieved [1, 2, 4, 5] for hu-
man detection. Granularity-tunable gradients partition (GGP) descriptor
was proposed by Liu et al. [3], in which granularity is used to define the
spatial and angular uncertainty of the line segments in the Hough space. In
the formulation of GGP, the feature extraction contains two steps: firstly,
the image is parsed as the combination of the generalized lines by orien-
tation space partition; secondly, the heterogeneous GGP feature vector is
calculated within the generalized lines. By this means, the GGP descriptor
can encode both the geometrical structure and the statistical summariza-
tion of the objects.

The rationale of GGP is reasonable but there are some difficulties in
its implementation part. The partitions are uneven for the channels whose
principal orientations are not equals to 90° or 0°. Since the size of the
partitions are different, on the one hand, the center partitions with bigger
size become dominant and the contributions of the other partitions are
suppressed; on the other hand, the minor partitions can introduce noise
because its insufficient gradient points makes the feature values become
statistically unstable. Moreover, the shapes of the partitions are different,
which makes the fast computation intractable.

The difficulties mentioned above motivate the works of this paper. By
introducing the isotropic feature representation, a substantial performance
improvement is observed and the computation complexity is reduced from
O(nxw=xh) to O(n), where n is the number of orientation partition and
(w, h) is the size of the feature window. Practically, 23 times speedup is
achieve by IGGP over GGP.

For a given image I, we divide it into n orientation channels. Then
each orientation channel Qg, is rotated by angle 90° — 6;. This rotated
channel is referred to as Q’ei. The position (x,y) in the Qg, coordinate
frame is mapped to (x,)’) in the Qj coordinate frame, as in Figure.1.

We maintain six integral images for each channel. Since all the parti-
tions in the feature window are the rectangles with upright positions, the
heterogeneous features can be calculated by the integral image with con-
stant number of computations. Here we just give an example on how to
calculate the standard deviation of positions along the tangent direction
of partition r in Equ.1. The computation of other elements are straight-

forward.
Viang = \/er/cr_mg/h (D)

All the values, my, Y2,, C, and ¥, can be calculated by integral images
easily.

Given a feature window R(xc,y.,w/2,h/2), the computation com-
plexity of IGGP is O(n), where n is the number of orientation partition;
the computation complexity of GGP is O(n*w xh). In practical compu-
tation, a 23 times speed up can be achieved by IGGP over GGP.

(a) Original Image  (b) Gradient Image
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(c) The partitions of GGP in different orientations

Channel 90° Channel 45° Channel -45°

(d) The partitions of IGGP in different orientations

Channel 90° Channel 45° Channel -45°

(e) Instead of rotating the features, we rotate the images of each
channel for integral image based fast calculation

Figure 1: The difference between GGP and IGGP
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Figure 2: Evaluation results on INRIA dataset. (a) The comparison be-
tween GGP and IGGP base on FPPW criteria. (b) The comparison be-
tween IGGP and the state of the art methods base on FPPI criteria.

We evaluate the IGGP against GGP and the state of the are methods
in Figure.2(a) and (b).
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