Automatic Facial Expression Recognition using Bags of Motion Words
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The human visual system is highly specialized in recognition tasks re-
lated to people and, in particular, faces. We are very adept at identifying
discriminating features in people’s faces and sensitive to the emotional
states manifested by their facial expressions. Arguably, we are less sensi-
tive in similar discriminative tasks for animals and objects. Computer vi-
sion research has followed a similar path by developing specialized tech-
niques for face and expression recognition and more general methods for
object recognition. Here, we investigate whether a general approach for
expression recognition based on motion is feasible.

Several researchers [1, 2, 4, 6] have argued that motion provides
strong cues for expression recognition. By relying exclusively on mo-
tion features these methods provide invariance to the subjects’ ethnic
background, facial hair, make up and accessories. Our approach differs
from previous work by not being tailored to faces; we use general motion
features, instead of highly detailed models of the human face, eyes and
mouth. Since we do not employ face-specific models, we do not rely on
FACS coding [3], but only use a single expression label per sequence for
training.

Annotation requirements for training are very low: each video is la-
beled according to the displayed expression, but individual frames do not
need to be labeled, fiducials do not need to be marked on the faces and
the sequence does not need to begin or end with a neutral expression.
An additional constraint we imposed on our method is that it should be
applicable to videos captured by a single unknown camera. Face and ex-
pression recognition can benefit greatly from the availability of additional
modalities such as 3D or infrared, but this restricts them to processing
data captured by a particular sensor or at a specific location. Finally, we
require our method to be fully automatic. The user should not have to
identify neutral faces or the apex of the expression in the sequence, and
more importantly the user should not have to localize the eyes or other
features in the first frame in order to align a model with the input.

For each video sequence, we estimate optical flow fields between
consecutive frames, which are then concatenated to generate optical flow
fields with larger motions. On these motion fields, we compute a dense
set of local descriptors of the motion vectors following the encoding of
the SIFT descriptor [5], but without scale detection or rotation invariance.
We, then, cluster the descriptors to generate a motion vocabulary in which
the words are the cluster centroids [7].

During testing, we compute motion descriptors in the same way and
assign each descriptor to one of the words. Thus, we obtain a histogram of
word frequencies in each frame, which we use as the frame signature. We
assign a label to each frame based on its signature. Finally, we classify
sequences according to the labels assigned to the frames that comprise
them. The processing steps are summarized in the following figure. We
have compared several alternatives for the three main classification tasks:
the assignment of descriptors to words, frame classification and sequence
classification.

Here, we present recognition results on videos of the six universal
expressions: happiness, sadness, fear, surprise, anger and disgust on a
database of 600 video sequences. Our method could also be trained on
data labeled in other ways, for instance according to AU activations, with-
out modification.
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Word 1 Word 2 Word k Test Frame Frames in Training set
Framel |32 0 - 18 Fear
Frame2 |40 8 - |2 ‘ Angry
Frame3 |35 7 |8 Angry ) Angry
Frame4 |25 0 - (25 Happy
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