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We present a family of sliding window object detectors that combine a
rich visual feature set with methodological advances from [2, 4, 5], giv-
ing state-of-the-art performance on several important datasets. Using the
Latent SVM learning framework [4], our basic root detectors outperform
the single component part-based ones of Felzenszwalb et. al on 9 of 10
classes of PASCAL VOC’06 (12% increase in Mean Average Precision)
and on 11 of 20 classes of VOC’07 (7% increase in MAP). On the IN-
RIA Person dataset, they increase the average precision by 12% relative
to Dalal & Triggs. Our part-based detectors do even better.

Contributions: We make three main contributions. (i) We show that
three strong visual feature sets — Histograms of Oriented Gradients (HOG)
[2], Local Binary Patterns (LBP) [1] and Local Ternary Patterns (LTP)
[6] — complement one another, so that an extended set incorporating all
of them gives very good performance. (ii) We show that Partial Least
Squares (PLS) dimensionality reduction can be used to further enhance
this in several ways including faster training, improved linear detectors
and efficient nonlinear ones. (iii) Even using naive methods, the classifiers
can be sparsified by a factor of 2-3 with little loss of accuracy.

Feature Sets: Our extended feature sets incorporate three strong vi-
sual features: HOG, LBP and LTP. These complement one another in
the sense that combinations are stronger than the individual sets, with
HOG+LBP+LTP being strongest of all. Roughly speaking: HOG cap-
tures coarse object shape while providing strong resistance to illumina-
tion variations; LBP captures microscopic local texture for disambigua-
tion; and LTP extracts mainly coarser, more global textures and outlines
while being robust to noise in uniform regions. Fig. 1 shows an example.

Classifiers: We use the Latent SVM framework for training: by mirror-
ing the way in which the classifier is actually used and providing cleaner
training data, it often improves the performance significantly, especially
for classes with highly variable spatial layout.

— We use Partial Least Squares (PLS) for dimensionality reduction in
each round of training. This makes SVM training 10-15x faster with no
loss — and sometimes even a small gain — in accuracy. For linear classi-
fiers, we push them back through the PLS projection after training. This
makes them very fast because there is no need for projection at test time.
— Our baseline classifier is linear SVM trained using SVMLight, but we
also tested a number of other linear and nonlinear classifiers. Conven-
tional kernel SVMs are too slow for large scale experiments but we tested
two efficient quadratic classifiers. The first — motivated by Intersection
Kernel SVM’s (IKSVM) — learns a coordinatewise quadratic mapping of
each feature dimension. It provides similar accuracy and much faster run
time than FastIKSVM. The second learns a full quadratic SVM in the
PLS-reduced feature space, optionally with a linear SVM prefilter to re-
move easy negatives quickly. This provides very good accuracy.

— We tested several methods for imposing feature-level sparsity. Sim-
ply suppressing features with small linear SVM weights and retraining
already gives a 2-3x reduction in feature dimension with little or no loss
of accuracy. Work on more sophisticated methods is underway.

Experiments: We performed detailed comparative experiments on sev-
eral popular datasets including PASCAL VOC’06 and VOC’07, INRIA
People and ETHZ. Fig. 2 compares the performance of various feature
sets on INRIA and VOC’06. Fig. 3 shows results for various root and part
detectors on two classes of VOC’06. Table 1 summarizes our results on
VOC’06.
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Figure 1: Different feature channels: (a) input image; (b) HOG image; (c)
color LBP image; (d) & (e) positive & negative color LTP images.
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Figure 2: Comparison of various feature sets: (left) DET curves on IN-
RIA Person class; (right) Precision-Recall on VOC’06 Person class. The
figures in parentheses are Area-Under-Curve scores.
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Figure 3: Performance of a selection of root and part detectors on VOC’06
for HOG+LBP+LTP features: (left) person class; (right) car class.
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Table 1: Average Precision for various detectors on VOC’06.



