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Figure 1: Summary of our approach.

Saliency detection is a well researched problem in computer vision. In
previous work [1, 3, 4], most of the effort is spent on manually devising
a saliency measure which usually consist of three main steps. First, low
level features, inspired by behavior and architecture of the early primate
visual system, are extracted. Then for each feature, a saliency map is
computed and finally, the saliency maps for each feature are normalized
and combined, usually linearly.

A significant amount of effort have been spent by the previous ap-
proaches to design features that are relevant for saliency detection. In-
stead we propose a simple supervised learning algorithm that learns to
detect saliency based on generic features often used in computer vision.

Most of the approaches produce a real valued saliency map. A pixel-
accurate segmentation of a salient object, which is sometimes required,
can be obtained by applying a fixed threshold on the saliency map. An-
other approach is to use an image segmentation algorithm to partition
the image into regions and then apply a threshold on the mean segment
saliency. None of these approaches produce accurate segmentations of
the salient object. To avoid simply thresholding the saliency map while
obtaining a pixel-accurate segmentation of the salient object, we refine
the initial segmentation provided by the learned classifier by performing
binary optimization based on graph-cut [2].

The overview of our method is in Figure 1. First an input image 1(a)
is undersegmented into image regions 1(b), typically called superpixels.
Next we extract features based on color, locations, size and texture and
normalize feature maps. Our normalization measures the strength/weakness
of features in one superpixel with respect to the other superpixels in the
same image. After the features are normalized, we use a boosting algo-
rithm with small decision tress for training to output a confidence for each
superpixel separately 1(c). The confidence map is also taken to be our
saliency map. We threshold at zero to get classification of the image into
salient object and background, shown in 1(d).

The results obtained with a saliency classifier, even when reasonable,
contain holes and inaccurate boundaries. This is especially true since we
classify on superpixel level. Superpixel boundaries often do not coincide
with salient object boundaries. To improve the boundary and coherence
of classifier segmentation, we use binary graph cut optimization to re-
fine the classifier results. The problem is formulated as binary salient
object/background segmentation. Our energy function is of the standard
form used in graph-cuts framework:
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In the equation above, &7 is the set of image pixels, f, is the binary la-
bel assigned to pixel p, f is collection of pixel-label assignments, .4 is
a 4-neighborhood system, D), is the data term, and V{, ;1 (fp. fy) is the
smoothness term for two neighboring pixels.

The smoothness term is the one from [2] which is
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Where Al denotes the intensity difference of two neighboring pixels, 672 is
the variance of intensity difference of pixels, and 6(-) is 1 if its argument
is true and O otherwise. This Vy, .1 encourages the boundary between

labels to align with significant image edges.
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Figure 2: Excluding vs. including confidences in Graph-cut segmentation
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Our data term consists of two parts. First of all, the classifier seg-
mentation (Fig. 1(d)) is used to construct a color appearance model for
the salient object and the background. This appearance model can help
to fill the missing holes by reassigning pixels similar in appearance to the
salient object (or background) to the appropriate label.

If we use only the appearance models for graph cut segmentation, the
final segmentation can completely disregard the classifier results. There-
fore, to make sure that the refinement with graph cuts does not differ dras-
tically from the classifier results, in the second part of our data term we
include the magnitude of the saliency map. Figure 2 illustrates graph-cuts
optimization with and without the magnitude of saliency map term.

We evaluate our algorithm on three different datasets. In addition,
we directly compare the performance of our algorithm with Achanta [1],
Itti [4], and Hou [3]. Our algorithm out-performs the three algorithms for
all the three datasets, i.e. our algorithm error rate is 20.12% on Berke-
ley Segmentation Dataset compared to the error rates 25.47 %, 26.64 %,
and 30.63% obtained from Itti’s, Hou’s, and Achanta’s algorithms re-
spectively. Figure 3 shows some examples of successful salient object
segmentation of our method, and compare them to Achanta’s [1]and
Hou’s [3] methods.
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Figure 3: Comparison of the performance for different methods.
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