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This paper presents a solution to panoramic image stitching of two im-
ages with coinciding optical centers, but unknown focal length and radial
distortion. The algorithm operates with a minimal set of corresponding
points (three) which means that it is well suited for use in any RANSAC
style algorithm for simultaneous estimation of geometry and outlier re-
jection. Compared to a previous method for this problem, we are able
to guarantee that the right solution is found in all cases. The solution is
obtained by solving a small system of polynomial equations.

The problem of dealing with cameras with various forms of non-
linear distortions in computer vision is not new, but traditionally these
lens effects have only been incorporated at the bundle adjustment stage.
However, in situations with more than very mild distortions, it might be
necessary to account for non-linear effects already at the RANSAC stage.
Recently a number of contributions have been made on the efficient esti-
mation of geometric relations in computer vision along with radial distor-
tion [1, 4].

A direct inspiration for this work is the two-point algorithm for es-
timating rotation and focal length by Brownet al. [2]. This algorithm
does however not handle any distortion and we show that for non-standard
lenses, this might be insufficient.

Most closely related to our approach is the work by Jin [6]. Jin for-
mulates the same problem as we do. However, Jin uses an iterative opti-
mization based scheme which is not guaranteed to find the right solution.

We consider a setup with two camerasP1 and P2 with a common
focal point. We fix a coordinate system where the common focal point
coincides with the origin and such that the first 3x3 part of the matrix
P1 is the identity. Moreover, we have a set of world points{Xj} and
corresponding image projections{u1 j} and {u2 j}. We assume square
pixels, zero skew and centered principal point [5] and thus obtain the
following relations

λ1 ju1 j = KXj , λ2 ju2 j = KRXj , (1)

whereK =
[

f
f

1

]
, R is a rotation matrix and theλs are the depths. By

normalizing to remove the dependence onλi j and solving forXj we can
write down the constraints

〈K−1u1 j ,K−1u1k〉2

|K−1u1 j |2|K−1u1k|2 = 〈Xj ,Xk〉2

|Xj |2|Xk|2 = 〈K−1u2 j ,K−1u2k〉2

|K−1u2 j |2|K−1u2k|2 . (2)

In the above equationf only occurs in even powers and hence we set
p = f 2. Moreover we multiply through withp2 to remove any 1/p2

terms. Finally we multiply up the denominators which makes the 4th
degree terms cancel out leaving a 3rd degree polynomial inp. This for-
mulation was used in [2] to solve for the focal length.

Now let x denote measured image coordinates affected by radial dis-
tortion and letudenote the corresponding pin-hole coordinates. We model
radial distortion using Fitzgibbon’s division model

|x| = (1+λ |x|2)|u|, (3)

where| · | is the vector length andλ is the radial distortion coefficient.
Allowing us to write

u∼ x+λz, (4)

wherez= [ 0 0 x2
1 +x2

2 ]T .
We now insert (4) into (2) and obtain a polynomial of degree 3 inp

and degree 6 inλ (the 8th and 7th degree terms inλ cancel out). The
minimal setup for solving this system is three point correspondences and
the theoretical number of solutions is 18.

To solve the system, we make use of Gröbner basis techniques [3, 7],
which in this case computationally amounts to an LU decomposition of

Figure 1: Left: Two images with heavy radial distortion taken with a
common focal point. Right: The same two images after rectification and
alignment using the stitching pipeline presented in this paper.

a 90×132 matrix and an eigenvalue decomposition of an 18×18 matrix
with a running time of 13 milliseconds/instance in our implementation
(on a 2Ghzmachine). The code is available for download at
http://www.maths.lth.se/vision/downloads.

The conclusion is that including radial distortion at the RANSAC
stage is beneficial compared to distortion free approaches in terms of
number of inliers found and overall precision. A particular advantage is
the ability to recover inliers evenly over the whole image where an algo-
rithm which does not model distortion will only keep point matches close
to the centers of the images. Radial distortion occurs frequently in cheap
consumer cameras as well as in high-end lenses depending on the type
of lens. Thus this work should be interesting to consider for any image
stitching system.
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