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In model-based analysis-by-synthesis approaches to pose estimation,
pose candidates are synthesised using a geometric body model which is
used for comparison against observation data [4]. As even simple models
of the human body contain around 30 degrees of freedom, the synthesis
step generally involves the exploration of a high-dimensional state space
e.g. [1]. In order to constrain this search task a low-dimensional activ-
ity model is often learned from training data e.g. [5, 6]. Although such
approaches show some capacity to generalise to intra-activity variations
in style [6], when the activities to be tracked deviate significantly from
those in the training data the global models are unable to cope and pose
estimation fails e.g. [5].

This paper proposes that for effective 3D pose estimation, some ca-
pacity to relax the constraints of these full-body models and exploit con-
ditional independencies in the kinematic tree is desirable. We show that
with a learned hierarchical model of body coordination for multiple ac-
tivities, one can recover novel poses that comprise aspects of different
activities. The motivation is well captured by the following pose esti-
mation problem. Given training data for (i) a person walking and (ii) a
person standing and waving, how can we construct and explore a model
that can describe a person walking whilst waving? To address this prob-
lem we adopt the hierarchical Gaussian process latent variable model (H-
GPLVM) [3] for activity modelling.

The Gaussian process latent variable model (GP-LVM) [2] represents
high-dimensional data through a low-dimensional latent model, and a
non-linear Gaussian process (GP) mapping from the latent space to the
data space. This makes it ideal for the representation of human motion.
The H-GPLVM [3] is a form of GP-LVM with a hierarchical latent repre-
sentation (see Fig. 2(a)). The leaves of the latent model comprise a latent
model for each limb or distinct body part; i.e., each node is a GP-LVM for
a single body part. To capture the natural coordination of body parts one
can then model the joint distribution over latent positions in leaf nodes
with a GP from a parent latent variable. For example, in Fig. 2(a) the left
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(a) Training data 1: swinging arms
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(b) Training data 2: walking with hurt stomach
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(c) Backing off through the hierarchical activity model allows the recovery of novel poses.

Figure 1: MoCap training data (a,b) and resulting pose estimation results
for a walking sequence found by searching in an H-GPLVM (c).

(a) (b)

Figure 2: Hierarchical decomposition of skeleton (a) and walking whilst
waving poses reconstructed from walking and waving training data (b).

leg and right leg are coordinated by the lower body latent variable. Given
a lower-body latent position, there is a GP mapping to latent positions
for the left and right legs, from which there are GP mappings to the joint
angles of the two legs.

Lawrence and Moore [3] suggest that a “back off” method inspired
by language modelling might be used for the recovery of poses not fea-
tured in the H-GPLVM’s training set. The idea is to descend the hierarchy
and search nodes at the next level independently; this concept forms the
basis for inference in this work. By shifting search down one level in the
hierarchy we can gradually relax the level of coordination between body
parts. While we may be unable to recover a novel test pose by inspection
of full-body training poses at the root node, we may be able to fit the ob-
servations better by backing off to optimise the abdomen, upper body and
lower body independently.

Given the non-linear form of the model, and the potential for ambi-
guity in pose estimation (i.e., for multi-modality), we formulate pose es-
timation using a form of Monte Carlo inference. For efficiency, given the
dimensions of the latent space and the pose space, we advocate the use
of the annealed particle filter [1] with the H-GPLVM. In particular, we
use a form of coarse-to-fine search, descending through the model from
rough full-body pose estimates at the top level nodes of the model to the
eventual refinement of partial pose parameters for each limb in the leaf
nodes. The flexibility and accuracy of the approach is demonstrated with
the recovery of novel 3D poses from 3D MoCap data (see Fig. 1), and by
estimating 3D human pose from 2D monocular data (see Fig. 2(b)).
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