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Abstract

We describe an algorithm for automatically segmenting flowers in colour
photographs. This is a challenging problem because of the sheer variety
of flower classes, the intra-class variability, the variation within a particular
flower, and the variability of imaging conditions — lighting, pose, foreshort-
ening etc.

The method couples two models — a colour model for foreground and
background, and a generic shape model for the petal structure. This shape
model is tolerant to viewpoint changes and petal deformations, and applica-
ble across many different flower classes. The segmentations are produced
using a MRF cost function optimized using graph cuts.

The algorithm is tested on 13 flower classes and more than 750 examples.
Performance is assessed against ground truth segmentations.

1 Introduction

There is an interesting research theme in computer vision of using a general class model
to initialize a segmentation, and then improving the segmentation using image specific
features. The LOCUS approach of Winn and Jojic [15] is a good example, where a shape
matte (e.g. for a car or horse) is used to propose a foreground/background segmentation,
colour distributions are then gathered in each region, and the final segmentation achieved
using a colour based binary MRF optimized with graph cuts. The ObjCut algorithm of
Kumar et al. [5] similarly proposes a position and configuration for a class instances (e.g.
a cow or horse) using a pictorial structure with boundary shapes and texture features, and
then, again, incorporates colour measured from the proposed regions to carry out a MRF
segmentation with graph cuts. Similar ideas are present in several other recent class based
segmentation methods [2, 7, 8, 13]. Even though these methods are applied to a variety of
classes, e.g. cars, cows, faces, horses, for the most part a different model is used for each
class, and a different model is used for each view of the class (e.g. cars rear, cars side).
In this paper we introduce two variations on this theme: first, we reverse the order in
which the features are used — we start with colour to propose a foreground/background
segmentation and use this to initialize image specific shape measurements; second, we
use a generic shape model which is applicable across a number of classes and viewpoints.
Our target application is segmenting flowers from photographs as part of the process
of automated flower classification [11]. In the manner of O0bjCut [5] our goal is to auto-
matically segment out the flower given only that the image is known to contain a flower,
but no other information on the class or pose. Figure 1 illustrates the challenge of the seg-
mentation task, and shows the fitted generic flower shape model for several flower classes.
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Figure 1: Top row: typical flower photographs, note the variety of imaging conditions. The classes
are (left to right) daffodil, daisy and pansy. Bottom row: the flower shape model fitted automatically
(note the lines to the flower “centre”) and the resulting segmentation. The same shape model is used
in all cases despite differing numbers of whorls, the large variation in the number of petals (daffodil
& pansy vs daisy), and variation in the shape of the petals.

The method is evaluated on the Oxford Flower Dataset available at [1]. The dataset
has 17 flower classes (e.g. buttercup, daffodil, iris, pansy), with photographs exhibiting
typical (large) variations in viewpoint, scale, illumination and background. Segmenting
such photographs is challenging due to both the variety of colours and the variety of
shapes. If we knew that we were looking for a daffodil or a bluebell, we could build
one foreground and one background colour model for each of these classes — though
this would still give problems with the sky being segmented as foreground in a bluebell
photograph for example. But here we do not wish even to specify the flower class in
advance. Shape also poses a challenge because of the many different types and whorls of
petals. Even on the same flower there are local deformations of the petal shape.

Previous work on segmenting flowers using colour by Das et al. [4] has exploited do-
main knowledge on the precise colour of flowers. For example, a flower is rarely brown
or green (this is not valid for the sunflower class in the Oxford Flower Dataset). In ad-
dition [4] learn an image specific background colour model from the periphery of the
image. Again, this method is not applicable in our case since the flowers often reach
the image periphery and so the background model would be corrupted with foreground
colours. Saitoh et al. [12] have also proposed a method for extracting flowers regions.
It is based on ”Intelligent Scissors” [10], which find the path between two points that
minimizes a cost function dependant on image gradients. The method works under the
assumption that the flower is in focus and in the centre of the photograph and that the
background is out of focus. Under this assumption the cost between any two points on
the flower is smaller than the cost between a point in the background and a point in the
foreground. By fixing the midpoint of the image as part of the flower this can be used
as a starting point for finding the flower region. This method requires no prior colour
information. Unfortunately these assumptions do not apply in our case.



This paper is organized as follows. In Section 2 we describe our segmentation al-
gorithm, and introduce the flower shape model. Section 3 specifies the experimental
procedure, and Section 4 assesses the quality of the flower segmentations against ground
truth.

2 The Segmentation Algorithm

2.1 Overview

We first obtain an initial flower segmentation using general (non-class specific) fore-
ground and background colour distributions. These distributions are learnt by labelling
pixels in a few sample images of each class in the dataset as foreground (i.e. part of the
flower), or background (i.e. part of the greenery), and then averaging the distributions
across all classes. Given these general foreground and background distributions, a binary
segmentation is obtained using the contrast dependent prior MRF cost function of [3],
optimized with graph cuts. This is the method used in [11]. This segmentation may not
be perfect, but is often sufficient to extract at least part of the external boundary of the
flower.

The generic flower shape model is then fitted to this initial segmentation in order to
detect petals. The model selects petals which have a loose geometric consistency using
an affine invariant Hough like procedure. The image regions for the petals deemed to
be consistent are used to obtain a new image specific colour foreground model. This
image specific foreground model replaces the general foreground model (the background
model is unchanged), and the MRF segmentation is repeated. In cases where the initial
segmentation was not perfect, the use of the image specific foreground often harvests more
of the flower. The steps of shape model fitting and image specific foreground learning can
then be iterated until convergence.

The algorithm is illustrated in figure 2. We first describe these stages in more detail
and then give implementation details.

2.2 Segmentation

The segmentation method is an implementation of the binary MRF with a contrast depen-
dent prior proposed by [3]. Each pixel has two possible states corresponding to foreground
or background. The probability of each state depends on the likelihood that the pixel’s
colour corresponds to the foreground or background colour distribution. The cost function
that is minimized has a unary term for each pixel (corresponding to the log likelihood of
its state) and a pairwise prior which adds a cost if there is a difference in the state between
a pixel and its neighbour, but this cost is diminished if there is a strong gradient between
the pixels (as measured in the images). The inclusion of data-dependent pairwise terms
for pixels in a clique gives a substantial improvement in segmentation quality, and the
resulting MRF can still be minimized using graph cuts as described in [3].

2.3 Generic flower shape model

The flowering parts of a flower can be either petals, tepals or sepals. For simplicity we
will refer to these as petals.
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Figure 2: An overview of the segmentation algorithm.

The geometric representation of a petal and flower is illustrated in figure 3. In a
frontal view of a “perfect” flower (think of a daffodil) the lines joining the extreme point
to the mid-point of each petal coincide at the flower centre. However, under reasonable
viewpoints, and provided the deformation of the flower is not excessive, this construction
is still a good approximation, and the agreement of each petal with a common flower
centre can be used to verify or remove putative petals. The model represents a loose
geometric configuration of petals. The particular shape of the petals and their number is
not specified, nor is the symmetry of their arrangement. The only requirement is that the
image regions deemed to be petals should agree on the flower “centre”.

The construction of the extreme point is based on the canonical frame representation
of Lamdan er al. [6]. Note, this construction (and indeed the entire flower shape model)
is affine invariant. So, for example, it is unaffected if the image is rotated, scaled, or
its aspect ratio changed. In particular this degree of invariance makes the construction



tolerant to out of plane rotations — as the flower head turns from the camera.

Since the model does not make strong requirements on the number or arrangement of
petals, it is applicable to flowers with a small number or petals with rotational symmetry
(e.g. daffodils, windflowers), to flowers with very many petals with rotational symmetry
(e.g. sunflowers, dandelions), and to flowers with a small number of petals without rota-
tional symmetry (e.g. iris, pansies). Somewhat surprizingly, the same construction may
be used for side views of flowers as illustrated by the fritillaries and tiger lilies in figure 5.

Figure 3: The geometric flower model. Top row: (left) A petal is defined by the boundary curve
between the corners ¢; and ¢;. The extreme point p is the point on the curve furthest from the
line {cy,¢z), and with tangent parallel to the line. (right) a hypothesis for a centre obtained by
intersecting two petal mid lines (p,m). Middle row: (left) The consistency of a putative centre ¢
is measured by the deviation of the line (c,p) from the mid-point m, and (right) the petal regions
consistent with the centre with greatest consistency. Bottom row: A second example of fitting the
model, here for a pansy, left to right: single petal model, putative centre, final centre and verified
petals consistent with the centre.



2.4 Implementation details

Colour distribution representation and likelihood. The colour distribution is repre-
sented in RGB-space using a histogram with N = 143 bins, i.e. 14 bins per dimension. The
log likelihood of a pixel under the normalized histogram hist(r,g,b) is then proportional
to —log(hist(r,g,b)). Empty bins are dealt with by adding 0.5/N to all bins (includ-
ing non-empty ones) and then renormalizing the histogram. This avoids the problem of
computing the log of empty bins, and is equivalent to a uniform prior over the colour
space [9].

Petal detection. The boundary of the segmented foreground region is traced by exam-
ining an 8-neighbourhood around each foreground pixel. Once all the boundary pixels are
found, corners are detected using a “worm” that slides around the boundary and declares
a corner at a boundary point where the distance to the straight line between its head and
tail exceeds a threshold, and is a local maximum. Convex corners (wrt to the background
region) are the potential petal corners.

The top row in figure 3 shows how petals are detected. Given two neighbouring
corner points, ¢; and ¢y, the line (¢, ¢,) is determined. Next we search for a point, p, on
the boundary between ¢; and ¢;, which has the same orientation as the line {c;,¢;) . If no
points are found or if the ratio between the distance along the boundary and the length of
(e1,¢7) is smaller than a threshold, #, the petal between the two corners is removed. The
line (p,m) joining p, and the middle point m of the segment (c;,¢;) indicates where the
centre of the flower might lie.

Centre voting. For each pair of petals we find the intersection between the correspond-
ing lines (p,m). This point of intersection, ¢, is a putative centre. Additional petals are
added with a cost corresponding to deviation from m of the intersection, i, of the lines
(e1,¢2) and (p,c) (the cost is measured on each petal). The deviation is normalized by
the half-length of the segment (¢, ;). If the deviation is greater than unity, i.e. the inter-
section i lies outside the segment, then the petal is not added to the putative centre. The
centre with highest consistency, in terms of number of petals and lowest cost, is chosen to
be the centre of the flower. The petals consistent with this centre, together with the trian-
gular wedge of the centre region, are used to refine the foreground model. If no centre is
found we lower the threshold, ¢, in order to detect more petals.

Segmentation convergence. The detection of petals and refinement of the foreground
model is repeated iteratively. Once there is no change in the segmented region between
two consecutive iterations the algorithm has converged. If the algorithm does not con-
verge, we choose the initial segmentation.

Parameter selection The size of the worm and the threshold, ¢, are learnt from a subset
of 10 images per category by optimizing the overlap score.



3 Experimental procedure

For the experiments we exclude images in the Oxford Flower Dataset that contain fields
of flowers or very small flowers, that are too subsampled, or where there is no clear
foreground region. Following these criteria, four of the classes (snowdrops, lily of the
valley’s, cowslips and bluebells) have insufficient images and are removed. This leaves
13 flower classes with a total of 753 images.

All of the remaining images were ground truth labelled into foreground and back-
ground regions using a trimap. In the trimap a small proportion of pixels and certain
regions are left unlabelled — principally the pixels very close to the flower boundary, and
regions that are difficult to classify, e.g. a small out of focus flower in the background.
Not labelling pixels close to the boundary greatly simplifies the annotation procedure as
precisely selecting pixels near a boundary is painfully slow. Due to the contrast dependent
prior the graph cuts algorithm generally aligns its boundaries with image edges, so we are
more interested in assessing mistakes elsewhere. Figure 4 shows an example trimap la-
belling for an image. The red area is labelled foreground, the green area background, and
the black area is unlabelled. The trimaps are available at [1].

The performance is measured by computing an overlap score, P, between the ground
truth segmentation and the segmentation obtained by the algorithm:

_ trueforeground N segmented foreground

ey

 trueforeground U segmented foreground

In evaluating this score only the labelled pixels are considered (i.e. the unlabelled pixels
have no effect). The score is 1 for a perfect segmentation, and less than 1 otherwise.

Figure 4: An image and its corresponding trimap ground truth labelling. The black region is unla-
belled, and is not used in assessing performance. The red region is foreground, and the green region
background.

4 Results

Figure 5 shows examples of the coupled algorithm improving the segmentation for dif-
ferent classes. It can be seen that it both manages to retrieve missing flower regions, and
remove background regions that initially were misclassified. Typically only a few itera-
tions are required — in 68% of the cases there is very little change after the first iteration.
After five iterations 97% of the segmentations have converged.

For a quantitative comparison we plot the proportion of images that have an overlap
score greater than P, against P. This graph is chosen to resemble an ROC curve, in that
perfect performance corresponds to a curve approaching the top left corner. In figure 6
we compare performance using only the general colour distributions without using the
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Figure 5: Example results for a number of classes. In each case iteratively updating the foreground
colour model leads to a full segmentation, despite only a partial segmentation at the start. There
are examples where missed foreground is retrieved (crocus, iris) and where erroneous background
is removed (tiger lily, wild tulip).
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Figure 6: Comparison of segmentation performance with and without using the iterative algorithm.
The x axis shows the overlap score P, and the y axis the proportion of images that have an overlap
score greater than or equal to P. The solid red line shows the results of the initial segmentation, the
dashed blue line the results of the first iteration, and the green line is the result after convergence.
Note the clear improvement brought by the iterative algorithm over the initial segmentation.

shape model (essentially the method of [11]), to the performance using the coupled seg-
mentation algorithm (iterating colour and shape fitting). It can be seen that learning an
image-specific foreground distribution significantly improves the segmentation: for ex-
ample the initial segmentation has an overlap of 95% for 62% of the images and this is
increased to 77% (with 75% of the images reaching this point after a single iteration).

To give an idea of the type of error that occurs for various overlap errors, figure 7
shows typical segmentation deficiencies at levels of P in the range 0.92 — 1.0 for two
different images.

Perfect segmentation

Figure 7: Segmentation deficiencies for different levels of overlap. The overlap score is given above
the images. Top row: A bit of the top right petal disappears at 0.99, and at 0.95 an entire petal is
lost. Bottom row: At 0.97 a bit of the left edge is lost, at 0.94 a bit of the stalk is added and a hole
appears, and at 0.92 part of the left petal is missing.



5 Conclusion

We have demonstrated that flower segmentations can be significantly boosted by using an
image specific colour distribution, and that this distribution can be learnt automatically by
fitting a general flower shape model.

We have concentrated here on segmenting out the flower. A similar method (general
colour model, generic shape model) could now be used for segmenting out the leaves and
stalk — making strong use of green in the colour model. The current model is not suitable
for fields of flowers. For such cases a model that groups repeated shapes would be more
appropriate, such as [14].

The geometric model we have introduced here is a step towards extracting petal struc-
ture. The next step is flower classification based on petal shape and configuration.
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