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Abstract

In this paper a novel two-stage architecture for object-based segmentation
of moving sequences is proposed using multiple features such as motion, in-
tensity and texture. The first stage locates perceptually meaningful objects
using a hierarchy of single-feature segmentation processes. The second stage
refines the boundaries of located objects using a combination of features ac-
cording to a set of appropriate rules. Experimental results show that the pro-
posed approach yields intuitively correct as well as accurate segmentations of
moving sequences, which compare favourably with established state-of-the
art techniques in the literature.

1 Introduction

Emerging multimedia applications and services require efficient and flexible coding (M-
PEG-4) and description (MPEG-7) of visual information. Object-based representations of
visual information are particularly suited to this purpose, since they endeavour to describe
a dynamic scene in terms of its constituents instead of low-level visual primitives, such as
intensity, colour, texture, motion, depth and shape [1].

Moving object segmentation techniques can be divided into three categories, depend-
ing on the kind of feature space employed for the segmentation: motion-based segmenta-
tion techniques, spatio-temporal segmentation techniques and multiple-feature segmenta-
tion techniques [2].

Motion-based segmentation techniques can be further divided into two categories:
top-down and bottom-up approaches [3]. Top-down approaches rely on the iterative es-
timation of global motion and the rejection of outliers for successive elaboration [4][5].
Bottom-up approaches [6] rely on region-merging paradigms which employ suitable sim-
ilarity functions. Motion-only segmentation techniques are well suited to video coding.
However they fail to detect meaningful objects accurately, due to excessive reliance of
local neighbourhood processing, which is commonly employed by motion estimation al-
gorithms to improve their robustness.

353

BMVC 2002 doi:10.5244/C.16.33



In order to obtain accurate identification of object boundaries, spatio-temporal seg-
mentation techniques operate in the spatial (intra-frame) and temporal (inter-frame) do-
main, using intensity/colour and motion information respectively. These methods can
be further classified into two different categories according to the strategy employed to
fuse spatial and temporal information: hierarchical spatio-temporal segmentation meth-
ods and parallel spatio-temporal segmentation methods. Hierarchical methods rely on
the definition of joint spatio-temporal similarity (or homogeneity) criteria [3][7]. On the
basis of such criteria, they proceed in a region-merging fashion. Joint spatio-temporal
similarity criteria usually require weights, that are sequence dependent and often based
on heuristics. They often result in over-segmentation and are computationally expen-
sive. On the other hand, parallel methods [8][9] first perform single-feature spatial and
temporal segmentations separately and then successively integrate the resulting partitions
employing an appropriate set of rules. These methods manage to overcome the over-
segmentation problems of hierarchical techniques, achieve good accuracy in the location
of object boundaries and are simpler to implement.

There is evidence that simultaneous consideration of a number of features, such as
intensity, motion, texture, colour, depth, and so on, is useful towards reinforcing the
spatio-temporal coherence of objects, which the above methods fail to achieve. Most
recent attempts to perform multiple-feature segmentation use clustering, neural networks
and supervised user intervention [10][11][12]. These approaches have similar problems
as the hierarchical spatio-temporal techniques, namely over-segmentation, reliance on
weighting strategies and computational complexity. Parallel use of features as used by
parallel spatio-temporal techniques has shown to overcome these problems [8].

In this paper we present a novel architecture for object-based segmentation of mov-
ing sequences. This architecture comprises two stages. In the first stage objects of in-
terest are located using single features and exploiting global information to avoid over-
segmentation. The features used are motion, intensity and texture. In the second stage
a region-merging rule-based approach is used, employing multiple features and exploit-
ing local information across object boundaries. The proposed architecture has a number
of important advantages. It combines the best features from parallel spatio-temporal,
top-down and bottom-up approaches such as the efficiency of rule-based integration, the
reliability of global information and the accuracy of local information respectively.

This paper is structured as follows. In Section 2 an outline of the proposed architecture
is given: in 2.1 the first stage of the architecture is described, in 2.2 the second stage of
the architecture is described with more details about the rule-based processor given in
2.2.3. In Section 3 experimental results are presented and evaluated using state-of-the-art
moving object segmentation methods and conclusions are drawn.

2 System Architecture

The proposed architecture is an evolution of the two-stage approach presented in [13].
We present an improved version of the algorithm, where significant benefits in terms of
efficiency are achieved due to the use of mathematical morphology. An outline of the
algorithm is shown in Figure 1 and its main features are re-iterated below.
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Figure 1: Flowchart of proposed architecture.

2.1 Construction of the Feature Hierarchy

This first stage comprises the following three layers.

2.1.1 Motion segmentation layer (M-layer)

Image� (a frame of amoving sequence at time t) is segmented into several non-overlapping
and collectively exhaustive motion segments� � so that � �

��

����� and��

�
�� �

�, when � �� �, for � � �� � � � � � , � being the total number of motion segments. Motion
segmentation is obtained using a region growing method based on a generalised version
of the Recursive Shortest Spanning Tree (RSST) algorithm [14][15]. Regions are formed
by iteratively merging the two most similar vertices in the graph according to a given cost
function. A feature vector is initially assigned to a vertex consisting of the horizontal
and vertical components �����	���� of a previously computed dense optic flow field [4].
After 
 iterations the mean optic flow components computed �������	���� over a region �

are assigned to vertex �� ����, so that �� ���� � �������	����� . The cost function between
two regions �� and �� used in this case is:

����� ��� � � �� ������ �� ������ (1)

and � � � is the �� norm.

2.1.2 Texture segmentation layer (T-layer)

Each motion segment�� is further segmented using textural activity criteria. Segments of
high textural activity corresponding to motion segment� � will be indicated as � �

� , where
� �
� � �� for � � �� � � � � � , while segments of low textural activity will be indicated
as ��

� where ��
� � �� for � � �� � � � �� and �

��

��� �
�
� �
�
�
��

����
�
� � � ��. We

adopt texture activity criteria based on mathematical morphology. This leads to a substan-
tial improvement over previously reported work [13] and for this reason it is presented in
more detail below.
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The accurate location of textured areas of an image plays a fundamental role in
moving-object segmentation for two main reasons. In the temporal part of the segmen-
tation, the reliability of motion information depends strongly on textural content of the
region of support [12]. In the spatial part of the segmentation, it avoids over-segmentation
and contributes to produce perceptually consistent results.

Several approaches have been developed for texture analysis for still images [17].
Examples are Normalized Cuts, relaxation techniques, Markov Random Fields [19][18]
and so on. Unfortunately these can be time consuming and/or tractable only if the number
of segmentation labels is limited and known in advance. Due to the volume of data to be
processed, texture analysis for video processing must be fast and efficient. We adopt
an approach based on mathematical morphology [20], which is very fast and efficient
to implement. Moreover, it does not require the use of windows for the evaluation of
features, allowing for an extremely accurate location of edges of the textured areas.

The textural analysis starts with the extraction of edges, using the Canny [20] edge
detector. In mathematical morphology, the combination of dilation followed by erosion
with the use of the same structural element is called closing operation. The dilation ex-
tends the support of isolated edges until they merge with adjacent open contours. This
produces a region of support locating a textured area. The erosion operation that follows
restores the real boundaries of the textured areas while avoiding strong isolated edges to
be misinterpreted for textured.

The results of the above procedure are presented in Figure 2. Figure 2.a) shows tex-
ture segmentation obtained using an edge-density measure followed by hard thresholding
as proposed in [13]. Figure 2.b) shows segmentation obtained using mathematical mor-
phology with edges highlighted in white. We note the improved accuracy in the location
of the boundaries of perceptually meaningful textured areas.

2.1.3 Intensity segmentation layer (I-layer)

Each low-texture segment ��
� is subject to grey-level segmentation, using the RSST

algorithm. In this case the feature vector after 
 iterations is the mean grey-level intensity
����� computed over a region �. The cost function used is:

����� ��� � ��������������� (2)

The set of segments produced by this segmentation is indicated as ��	�
� so it holds

that
�


��� �
�	�
� � ��

� and �
��

��� �
�
� �
�
�
��

���

�


��� �
�
� � ���.

2.2 Refinement of Boundaries

As already stated, the first stage produces rather inaccurate boundaries which need im-
provement. This is accomplished at this stage, where processing is restricted to the neigh-
bourhood of the boundaries, thereby reducing the amount of information to be processed.
The second stage comprises two layers.

2.2.1 Intra-M-Feature boundary refinement (IT-layer)

Within the boundaries of the same motion segment� �, segments �
�	�
� � �� and � �

� �
�� are merged using the RSST algorithm. For this purpose each segment is specified by
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its average intensity. The cost function used in this case is given by equation 2. A segment
obtained as above will be denoted as � �

� , for � � �� � � � � �.

2.2.2 Inter-M-Feature boundary refinement (ITM-layer)

We define �� the common boundary between two motion segments� � and�� .
We define ���� � �

�
� � a pair of segments that touch a common boundary and lie on

different motion segments so that � �
� ��� and �

�
� ��� . We therefore define�� as the

oppositemotion segment for � �
� , since �

�
� touches the motion segment�� on a common

boundary ��	� , without belonging to it. Vice-versa�� is defined as the opposite motion
segment for ��

� . Each pair of segments lying on a boundary between motion segments is
evaluated and merged if appropriate according to a set of given rules, detailed below.

2.2.3 Rule-based processing

The refinement of common boundaries between two motion segments� � and�� is car-
ried out using an appropriate set of rules. Extending the work in [13], we present a
simplified set of rules.

Each segment ��
� lying on a boundary��	� is specified by three features: average optic

flow in the horizontal � �
� and vertical direction �

�
� , and average intensity �

�
� . We denote

the average horizontal and vertical optic flow of each motion segment � � as �� and ��
respectively. If the area of a segment � �

� is �
�
� , we define: �����

�
� � �

�
� � � ������

� � �
�
� �.

We also define the operation of merging a segment � �
� with its opposite motion segment

�� as��������� �.
The motivation for this rule-based approach is that optic flow is more reliable if the

regions have a high textural activity; otherwise joint consideration of spatial and tempo-
ral features is needed. The application of these rules requires thresholds as follows: � �

against which the intensity difference between two segments is compared, and �  against
which region size is compared, in order to remove small regions. Threshold selection is
discussed further in Section 3. The above rules can be described by the following pseudo-
code, where �� is the number of textured segments belonging to� � and �� is the number
of textured segments belonging to�� :

if ����� �� � ��
� � � ���� �� �

��
� ��

	 if ����� � �
�
� � 
 ���

– if ����
� 
 �� � ���

� 
 ���

� ������������� � �
�
� ��

– else

� if�����
� � �� �� �� �

� � �� �� � ����
� � ���� �� �

� � �����

� ��������� �

� if���� �
� � ���� �� �

� � ���� � ��� �
� � �� �� �� �

� � �� ���

� ��������� �

If segment ��
� has neighbours belonging to more than one motion segment � � the

above rules are modified accordingly.
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3 Experimental results and discussion

Experimental results using the test sequences Renata, Garden and Mobile and Calendar
are presented. As mentioned in Section 2.2, two thresholds need to be specified. �  is
expressed as a percentage of the largest segment in the image and has be set to �	 in
all sequences here presented. �� is a measure of the intensity difference, or contrast,
between different segments. It is chosen in such a way that � � � ���, where ��� is the
average intensity difference according to (2) among all segments at the ITM-layer. The
value of �� has been set equal to 
� for Renata, �� for Mobile and Calendar and � for
Garden. With regards to the morphological texture segmentation, all the experimental
results presented here are obtained by using the same structural element and the same
settings for the Canny filter (i.e. the default settings in Matlab 6.1). The structuring
element is a flat disk-shaped element with radius 
 and 4-connected neighbourhoods are
considered. In [13] a third threshold � � was used to discriminate between textured and
not textured regions of the image, but this was difficult to determine and ultimately user-
dependent. In this work, the need for � � has been eliminated.

In Figure 3 the segmentation of a frame of Renata is shown. In 3.a) the output of
the M-layer is shown, with region boundaries superimposed on the original image. In
3.b) the output of the T-layer is shown. In 3.c) the segments obtained from the IT-layer
are shown. In 3.d) the final segmentation obtained from the ITM-layer is shown. From
the comparison between 3.a) and 3.d) it is possible to notice the improvement obtained
in the definition of the boundaries with respect to the motion segmentation, especially in
regions with low texture (like the arm and the wall) where the motion information is not
very reliable. The algorithm avoids over-segmentation of the image; this is particularly
evident in the segmentation of highly textured objects (like the calendar and the tapestry).
In Figure 4 the segmentation of the first four frames of the test sequence of Mobile and
Calendar is shown. This sequence consists of multiple moving objects. Object boundaries
are located consistently from frame to frame, without explicit need for segment tracking.

Comparative assessment of results is carried out considering established sequence
segmentation methods. Different segmentations are shown using frame � of the MPEG
test sequences Renata and Garden.

The first method considered is a top-down approach to motion-only segmentation [4].
A dense optic flow is evaluated using a robust multi-resolutionmotion estimation method.
Then the global motion components are extracted in order to obtain a change detection
mask. The results are shown in Figure 5.a) for Renata and Figure 5.b) for Garden. This
method seems effective towards locating semantically meaningful object and the results
are consistent during a long sequence. However, the inaccuracy in the determination of
real boundaries, makes it less suitable for content-driven analysis.

The second method adopts a bottom-up approach to motion-based segmentation using
a layered representation of information as discussed in [6]. This method is capable of ex-
tracting motion planes. This is particularly useful for video coding applications. However
it fails to locate perceptually meaningful objects. Moreover, due to over-segmentation of
the regions corresponding to moving objects, the located boundaries are inconsistent over
time. Results obtained using this method are shown in Figure 5.c) for Renata and Figure
5.d) for Garden.

The third method is a hierarchical spatio-temporal technique where temporal and spa-
tial information is integrated into a single similarity function [7]. Motion and intensity
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similarity contribute to this function using a weighting scheme often employed in fuzzy
clustering. The iterative region merging is done evaluating the joint similarity of neigh-
bouring regions using the watershed segmentation technique. The results of the appli-
cation of this method are shown in Figure 5.e) for Renata and Figure 5.f) for Garden.
This method suffers also from a degree of spatial over-segmentation. Moreover, due to
the sensitivity of the watershed transform to noise, the tracked boundaries are often not
consistent throughout a long sequence.

The fourth method is a parallel spatio-temporal segmentation technique which uses
single-feature temporal and spatial segmentation in order to obtain spatial and temporal
masks and then combines the results obtained using a set of appropriate rules [8]. The
results of the application of this method are shown in Figure 5.g) for Renata and Figure
5.h) for Garden.

Finally, the segmentation results obtained using the proposed method are presented
in Figure 5.i) for Renata and Figure 5.l) for Garden. There is a notable improvement
in the accuracy of the boundaries obtained, even in regions of low contrast, in which
the two spatio-temporal methods fail. This is due to the progressive refinement achieved
by the rule-based approach that combines single-feature segmentations. The perceptually
meaningful objects are located accurately and this makes this method particularly suitable
for multimedia content-driven applications.

Overall our results demonstrate that the proposed algorithm yields intuitively correct
segmentations corresponding to actual scene objects whose boundaries have been ex-
tracted with a substantial degree of accuracy. Furthermore, our comparative assessment
suggests that our segmentation method compares favourably with established state-of-
the-art moving sequence segmentation algorithms.

4 Conclusions

In this paper, a novel architecture for object-based segmentation of moving sequences
using multiple features has been proposed. The architecture comprises two stages of
processing. The first stage produces a hierarchy of segments that are extracted using single
features, namely motion, texture and intensity. The second stage fuses multiple features
to effectively reinforce the spatio-temporal coherence of the segments obtained in the
first stage. We adopted an effective morphological texture segmentation technique which
allows for the accurate definition of region boundaries and requires low-complexity.

The proposed technique represents a significant improvement in the field of object-
oriented segmentation as it incorporates in a unique framework favourable features of
both hierarchical and parallel spatio-temporal segmentation techniques. A further useful
feature is the capability to achieve a hierarchical decomposition of a scene into perceptu-
ally significant objects; not only moving objects are accurately located, but also texture
segmentation is fast and reliable. This hierarchical representation of the moving scene
can be exploited towards object-based analysis and video coding.

The technique is attractive from an implementation point of view, in the sense that
it avoids computationally expensive homogeneity criteria and weighting functions that
competing methods require, while most processing stages can be carried out in parallel.
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a) b)

Figure 2: Texture Segmentation of test sequence Renata: a) hard-thresholding of edge
density, b) segmentation using mathematical morphology.

a) b)

c) d)

Figure 3: Segmentation of test sequence Renata: a) M-layer segmentation, b) T-layer
segmentation, c) IT-layer segmentation, d) ITM-layer segmentation.

frame 1 frame 2

frame 3 frame 4

Figure 4: Segmentation of test sequenceMobile and Calendar for frames 1, 2, 3 and 4.
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a) b)

c) d)

e) f)

g) h)

i) j)

Figure 5: Qualitative comparison between moving object segmentation techniques:
motion-based top-down approach [4] a) and b), motion-based layered representation [6]
c) and d), joint similarity spatio-temporal segmentation [7] e) and f), rule-based spatio-
temporal segmentation [8] g) and h), method presented in this paper i) and j).
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