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Abstract

Analysis of the condition of blood capillaries in the nailfold is complicated
by the fact that gaps in the flow of blood cells results in temporal variability
in their appearance. At a single instant the capillaries may be incomplete, but
integration of the information from several successive video frames renders
the whole capillary visible. This paper shows that combining the information
from the video frame sequence by subtracting a multiple of the standard de-
viation from the mean value for each pixel, improves the signal to noise ratio
of variable features when compared with the mean image or using minimum
projection.

1 Introduction

Scleroderma [1] is a connective tissue disease that results in a variety of symptoms stem-
ming from an excessive production of collagen. The most immediately apparent effect
is a thickening of the skin causing reduced mobility. Another serious effect is a severe
reduction in peripheral circulation exacerbated by exposure to cold, known as Raynaud’s
phenomenon. Raynaud’s phenomenon occurs independently of scleroderma in about 5%
of the population and is nothing more than an irritation that can be dealt with by protect-
ing the extremities from cold. However, for the small number Raynaud’s sufferers with
scleroderma, the reduction in circulation can become so extreme that amputation of fin-
gers and toes becomes necessary. Improving the peripheral circulation of patients with
scleroderma is therefore a major concern to clinicians working in this field. Trials aimed
at evaluating possible treatments have been dogged by the relative difficulty of assess-
ing the condition of the peripheral vasculature and quantifying changes brought about by
treatments under test.

One technique that has been explored is direct visualisation of the blood capillaries in
the skin at the base of the finger nail (nailfold). Here the tiny vessels that link the arterial
and venous system can be seen using an optical microscope (see figure 1). In previous
work [2], a video camera has been coupled to the microscope, and the condition of the
capillary network has been assessed by measuring certain key capillary loop dimensions
from single video frames. Gaps in the flow of red blood cells through the capillary loops
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(the capillary wall itself is transparent) mean that not all of the capillary network is vis-
ible at any one instant. Thus it would be preferable to integrate the information from a
sequence of successive video frames. Also, measuring the capillary dimensions by hand
is tedious and therefore error prone.

This work forms part of an on going project to develop a computer based system
for the analysis of nailfold capillary patterns. At present, a picture of the complete row
of capillary loops nearest the fingernail (distal row) is built up by recording a series of
overlapping scenes on video. The proposed system will combine the video frames in each
scene to average out temporal variability, and then link those scenes together to form a
complete image of the distal row. From this temporally enhanced mosaic the capillary
dimensions will be measured automatically. This paper concentrates on finding the best
method of integrating the information present in each video sequence.

2 Video Frame Registration

Despite being held as still as possible, there will always be some residual motion between
finger and microscope during a video sequence. Before the sequence of video frames can
be combined, this relative motion must be measured and corrected for. This is complicated
by the fact that a single video frame from a nailfold sequence will typically contain several
elements besides the actual image of the capillary loops. For example, to make the skin of
the nailfold appear more transparent, a layer of oil is applied. Air bubbles can be trapped
in this oil and drift across the field of view independently of the finger’s relative motion.
Light from the lamp illuminating the finger can reflect from the oil resulting in amorphous
patches of light which tend to remain stationary in the field of view. Specks of dust in the
microscope’s optical system also appear stationary, and noise in the video camera/VHS
recorder system produces features in the image which have no correlation from one frame
to the next. Thus, to register the video frames relative to the capillary network, pixels
in each image which belong to the capillaries must be separated from the background.
Segmenting curvilinear structures such as blood vessels is a common problem in medical
imaging for both 2D [3] and 3D [4] images.

Our solution to this problem has been to apply a linear feature detector used previously
to detect line patterns in X-ray mammograms [5]. The result of applying this method to

Figure 1: Single video frame showing nail- Figure 2: Results of applying linear feature
fold capillaries atx 200 magnification. detection to the image in figure 1.
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the nailfold image in figure 1 is shown in figure 2. The visible capillaries are reduced

to a skeletal representation on pixel thick and it is these remaining pixels which are used
to find the transformation from one frame to the next. The extremely narrow depth of
field inherent in optical microscopy renders scale changes and perspective distortions due
to axial finger motion impossible. Therefore, the transformation from one frame to the
next can be described by a combination of rigid translation and rotation. There are a
variety of approaches to such an image registration problem [6], and here the translation
between two successive frames can be found from the skeletal representations using a
Hough transform method. Each of the skeletal pixels from image A are matched with
every skeletal pixel from image B. Each match represents a possible translation if rotation
is known. If these matches are used to vote in a translation space, a peak emerges at the
point representing the translation for which the largest number of pixels in the two images
agree. If the two images are miss-aligned by a rotation as well as translation, the size of
the peak in the translation image will be smaller than if there had been no rotation. Thus
if the translation space is created for a number of possible rotations, the one which yields
the highest peak corresponds to the correct, or at least best, rotation. The finger under
examination rests in a bracket which constrains rotations to be relatively small.

3 Combining Images

Once a sequence of video frames has been registered with respect to the capillary network,
the information from the set of images has to be combined in such a way as to make
maximum use of the available information. The most obvious approach is to take the
mean of the image set, as this averages out the random noise present in the individual
images. However, if we consider the case of a capillary in which the column of blood
cells contains visible gaps, the image intensity at any point on the capillary will vary with
time as the ‘lumps’ of blood flow through. If an average of the sequence is taken, this
variation between light (background) and dark (blood cells) will result in an average value
in between and so the difference in intensity between the capillary and the surrounding
tissue will be lower than it was in a single frame. Thus, the complete capillary becomes
visible, but contrast is lost.

Another commonly used approach is to select the minimum value for each pixel from
the sequence. This improves signal contrast, but involves no noise averaging, so it is not
obvious that the visibility of the results will be any better than taking the mean.

We propose a third alternative, which is to subtract some multiple of the standard
deviation from the mean. The idea is to estimate a value representative of the minimum
over the sequence but less susceptible to noise.

To compare the relative merits of the possible approaches, a method of quantifying
the resulting contrast is required. If we consider the difference between the intensity of
the capillary and the surrounding tissue as the signal, then contrast can be quantified as
the signal to noise ratio. More specifically, let us define the mean grey level intensity of
red blood cells in a single image &gsignal), and the apparent or measured intensity in a
composite scene &s%,,. Similarly for the background intensity we haeandB,,,. The
measured signal to noise ratio in a composite scene can then be written as:

B, — Sm
V(08,,)? + (0s,,)?

Signal /Noise = 1)
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Whereo g, andog,, are the noise iB,, andsS,,. Using this definition of contrast
the three methods of image combination described above can be compared if the four
parameters in equation 1 can be defined. To do this the following parameters must be
considered:

os The standard deviation of the intensity of blood cells S, about a mean Salue
op The standard deviation of the intensity of background B, about a mean Balue

Fs The fraction of time for which the value of a pixel belonging to a variable feature
correspondsto S.

N The number of samples (In this case the number of images).

As well asFs we would defineF'g, but this is redundant as it is simply— Fs. The
definition of F's assumes that the variation between blood cells and background is purely
bi-modal i.e. there are no values in between. In reality the transition will be slightly
less well defined, but since the red blood cells are discrete objects this is a reasonable
approximation to work from. The value &% will not only vary from one capillary to the
next, but also within the same capillary. Capillaries can be observed with only a few blood
cells spread throughout the whole loop, or alternatively there may be only occasional gaps
between streams of cells. Thus the full rangé'¢ffrom 0 to 1 must be explored. Another
assumption that is made in the following is that the noise is not proportional to intensity
- in other wordss g is equal too g and both can be replaced by single vatueOut of a
possible 256 grey levels, the difference betwSeand B is only about 20, and so noise
would have to increase very rapidly with intensity for any difference to be significant.

3.1 Image combination by taking the mean

The background is stable with time and so Gaussian statistics apply. Therefore:

B,, =B
ag
7Bn = N =1

For a variable feature the distribution of values is the composite of two distributions,
those of S and B. The mean of this composite distribution is given by:

/J,:F5§+(1—F5)§ (2)

Gaussian statistics no longer apply to this distribution and so the uncertainty in the
mean cannot be derived from the standard deviation of the composite distribution in the
usual way. However, we can assume Gaussian statistics for S and B, and their uncertain-
ties can be combined using error propagation giving:

. = (&)Z o(1 - Fs)
=\ VBN =T TN 1

For a scene in which the mean of the image sequence is tékenu, andos,, = 0,,.
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3.2 Image combination using minimum projection

The extreme value (in this case the minimum) of a Gaussian distribution is in itself a
random variable and has a probability distribution with expectation value and standard
deviation given by [7]:

e A G ). Q
T 1

Omin = 0—F©=7 4

Vo & “)

where¢ ~ /2InN — In(4winN), N is the size of sample from which the minimum
was drawn, ang is the mean of the underlying distribution.

For the background, the value &, is given by equation 3 by replacingwith B,
andop,, is given by equation 4 as it stands.

For a variable capillary, it- is small compared witfS — B) (which is true for the
nailfold images used in this study) then the minimum values can be assumed to have been
drawn from the distribution of S values only i.e. the value§gfandog,, are given by
replacingu with S and N with Fs N in equations 3 and 4.

3.3 Image combination usingu — no

For the background we can apply Gaussian statistics. The méas an uncertainty of

—Z— and the standard deviatienan uncertainty of——2—. If B,, is derived from
VN-1 V2(N-1)

1 — no wheren is some constant, then error propagation yields:

2 +n?2
7B =\ 9N — 1) ®)

Adding the errors in quadrature assumes that the uncertaintigsaimd o are un-
correlated. This seems at first dubious since the definitiom mfcludesu. However,
using a simulation based on numbers drawn randomly from a Gaussian distribution, it
is relatively straight forward to verify equation 5. For example: Generating a Gaussian
distribution ofx = 100, ¢ = 10, and number of sample§ = 100, 10000 times and
calculatingu — 30 for each iteration gives a standard deviatign s, of 2.34 £ 0.02.
Equation 5 gives g,, = 2.36 for the same parameters.

As mentioned above, the distribution of intensity values of a pixel belonging to a
variable feature is a composite of the two distributions corresponding to S and B. The
mean of this composite function is given by equation 2. To calculate the value-of
no, the standard deviation of the composite functigrmust be calculated. Using the
following definition of standard deviatiom> = E(z?) — z?, the standard deviation of a
composite function can be shown to be:

02 =Fs(o3 +5)+ (1= Fs)(oh +B) — 2

Wherey is given by equation 2. Again it is relatively simple to verify this expression
with simulation.
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The value ofS,, in this case is given by, — no.. An expression forg,, can be
found using error propagation. The variables that deterifijpare Fis, n, S, B, o5 and
op. Here, the distinction betweery andopg is made because, though their values are
assumed to be the same, the uncertainties on their estimates are det\iﬁe% and

. . . S
W respectivelyFs andn are assumed constant in any particular example and
—Fo)N_

S0og,, can be defined in the following way:

_ 9Sm 2+ 9Sm 2+ 9Sm 2+ 35m\*
7Sm =\[\ 75755 75758 775 Sog 778 5o

The patrtial differentials can be shown to be:

6Sm Fs -3

68  a(2Fs(S—B)+2F%(B-09))
0Sm (1-Fs)-2

B a(2Fs(B—15)+2F2(S - B))
0Sm -n

(50’5 - OéFsUs

0Sm -n

oop o 40[(]. - FS)UB

Wherea = \/Fg(ag +5 - o3 +B - 25 B) +F§(2§§—§2 —52) + 0%

3.4 Comparison of image combination techniques

With the equations given above, we are in a position to compare the signal to noise ratio
as a function off’s for the three techniques; mean, minimum projection and no.
Figures 3 and 4 show the signal to noise ratio as a functiafisofor a sample number
of 100. In figure 3,0 is a tenth of the difference between capillary and background
(B — S). For most values of’s, u — o results in the best signal to noise ratios- 30 is a
slight improvement below’s = 0.3, and the mean gives the best results alfgve 0.85.
Minimum projection is only shown here fdrs > 0.1, below this value the equations
used to calculate the signal to noise ratio break down since the number of samples of S
(i.e. FsN), is too small for the assumptions involved in the derivation to hold.

Figure 4 shows results for a much smaller signal to noise ratio obtained by making
o three timeg B — S), here it is clear that taking the mean produces the best signal to
noise ratio for any degree of feature variability. Beldw = 0.4, minimum projection
results in zero signal to noise ratio. This is because the minimum expectation value given
by equation 3 is a function of N. Throughout the rangeef the number of samples of
background B are the same, however, the number of samples of S are decreasing and so
the expectation value &,,,;, (S,. in the nomenclature of the previous derivations) is also
decreasing. For low enough valuesidf - 0.4 in this example $,,, can become lower
thanB,,, in which case the process of minimum projection would salkgt, rather than
Smin @and so(B,,, — Sy,) = (Bm — Bm) = zero.
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tion of feature variabilityF's. B — S = 20,
o = 3, N = 10 (Simulation).

Determining the best method of image combination clearly depends on estimating the
appropriate values fdiB — S), ando. For the nailfold images used in this studg — S)
ando are approximately 20 and 3 respectively. The results of using these figures for a
sample sizéV of 100 is shown in figure 5. As in figure 3, the optimum method of image
combination is a function aofs, but for most values of’s, u — o gives the best results.

It remains to explore the dependency on sample Bizéor the data acquisition and
analysis scheme under development, 100 images per scene may be unfeasible within rea-
sonable time and memory constraints and so it is important to know what effects smaller
sample sizes will have.

For a sample size of 10, the equations used to predict the signal to noise ratio for
minimum intensity projection become unreliable. Also, for no, if N = 10, then
when Fs is 0.1 there is only one sample from S, and foy = 0.9 there is only one
sample of B. For one sample the statistical arguments upon which the equati¢hs for
andB,, are based become meaningless and Mie- 1)’s result in asymptotic behaviour.

To obtain a reliable estimate of the signal to noise ratioNot= 10 we can instead use
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numerical simulations.

Figure, 6 shows the result of simulating minimum projection and no for N=10.
These simulations are the result of 100000 trials, and the errors at each point are approxi-
mately the size of the markers used. Closer inspection of the equations used to calculate
the signal to noise ratio fqu — no reveal an approximate proportionality {6N, thus
we would expect the signal to noise ratio jor- no to be approximately a factor af10
greater in figure 5 than in figure 6, which is the case, providing a useful verification of
the mathematics in the previous sections. The signal to Noise ratio resulting from mini-
mum projection has a different relationship/tg and it can be seen from figure 6 that at
N = 10 results comparable to — 30 are achieved. In particular, fdfs = 0.1, mini-
mum projection actually produces the the best signal to noise ratio. However,again
provides the best results for most valuegaf

4 Applying Image Combination Techniques to Data

The results of applying the image combination techniques described in section 3 to a
sequence of 20 nailfold images:@R00 are shown in figures 7 to 12. The appearance of
the central capillary loop was variable with time and in the single video frame shown in
figure 7, gaps in the loop can be seen. Figure 8 shows the standard deviation for each pixel
in the image after the sequence had been registered with respect to the capillary loops. As
expected the central loop stands out as being the most variable feature. Relatively high
variability is also apparent around the edge of some of the other capillary loops - most
notably that of the capillary in the left hand corner. This can be explained by the variation
in the appearance of the edge of the capillary as the blood cells pass through - an effect

Figure 7: Single video frame showing nail- Figure 8: The standard deviation for a reg-
fold capillaries atx 600 magnification. istered sequence of 20 video frames.

observable in the video sequence. However, it would also be consistent with a miss-
registration of the sequence, and so further study into the accuracy of the registration
technique may be necessary.

Figure 9 shows the result of taking the mean of the image sequence. The central
capillary loop now appears complete and the noise in the scene has been reduced. The
capillary loops either side of the central loop still appear relatively indistinct - this is
because they are slightly deeper in the skin than the others. With the reduction in noise,
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Figure 9: The mean pixel values of the reg+igure 10: The mean image minus one
istered sequence. standard deviation.

Figure 11: The mean image minus thred-igure 12: The minimum pixel values from
standard deviations. the image sequence.

the texture of the skin obscuring them is just becoming apparent. Figure 10 shows the
result of subtracting one standard deviation from the mean image. The contrast of the
central capillary has been enhanced but there has been a slight increase in the noise levels
of the surrounding temporally stable background. In figure 11, three standard deviations
have been subtracted from the mean. The central capillary loop has been greatly darkened,
but the noise overall noise levels are comparable to that of a single frame. Using minimum
projection (figure 12) has a similar effectge- 30, but the contrast of the central capillary

is slightly lower. Overall the: — o in figure 10 is the clearest, supporting our theoretical
predictions.

5 Conclusions

The signal to noise ratio estimates in figure 5 show that for the noise and contrast levels
found in nailfold images, the best signal to noise ratio is achieved by usirgno,

where the value of is a function of the degree of temporal variabiliy. If the contrast
between blood cells and surrounding tiséBe- S) and the noise leved is known and can
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be assumed to be constant, then the valuésodan be derived at each pixel position from
equation 2. However, the relative values$fnd B vary from one patient to the next.

The extent of this variation and whether this will render evaluatiofA'9fmpracticable
requires further study. However, figure 5 suggests that subtracting between a half and one
standard deviation gives an improved signal to noise ratio over the mean for most values
of Fs. Also the set of images in section 4 show that uging o improves the contrast of

the variable capillary without noticeable degradation of stable ones. Thus, in the absence
of areliable estimate df's, 41— o would seem to be the best option for image combination

of the nailfold images encountered in this study.

The signal to noise ratio predictions shown in figure 5 are specific to the data collected
for this study, but the mathematical framework described in section 3 is applicable to any
problem requiring temporal or spatially varying data to be compounded. The specificity of
figure 5 is in the assumed ratio between signal and noise in an individual fraie;-)
vs o. For simplicity we have also assumed that the noise in an image is independent of
signal. This is a valid assumption for the nailfold images, but the derivations of signal to
noise ratio do not depend on this and so a known relationship between signal and noise
can be accommodated in the framework described.
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