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Abstract

This paper describes an application of pointwise structure from known motion to assist in the

construction of roadside and trackside maps. A single camera is used to record the view from

the front of the vehicle, and positional information from an onboard GPS receiver is used to

provide the location and orientation of the vehicle. After calibration from known structures, the

transformation from world coordinates to image coordinates can be specified for each frame, and

multiple views of the same feature, allow the world coordinates of the features to be recovered.

Objects must be selected and labelled by hand, but thereafter tracking, recovery and mapping

are automated. Examples are given of the recovery and logging of structures along a railway

line.

1 Introduction

Maps of roads, railways and waterways can be routinely created and revised nowadays
using data from GPS receivers [7] carried along the route (eg [3, 1]). Using differential1

and other signal analysis techniques, commercial GPS receivers of increasing sophistica-
tion and cost quote positional accuracies in the range�5m to�0:1m, figures which can
be improved upon if the motion of and noise in the receiver is modelled within a filter
[6], and if other inertial guidance data is available to patch over loss of GPS signal. Such
mapping is particularly useful in three areas: (i) remote regions with such sparse detail
that aerial surveying is uneconomic; (ii) regions where climate or man’s activity mean that
roads move; and (iii) in more populous regions where detailed visual logging of wayside
structures is required. It is the last application that we are concerned with here, focussing
on the application to railways and trackside furniture.

For this task, the typical methodology used commercially is to direct two cameras to
the left and right of the moving vehicle (Figure 1a) so that a particular pixel column in
the camera is perpendicular to the road or track. Each video frame is timestamped by the
GPS, so that frame and location can be married up later. The two videos are viewed offline
by eye, and the moment an object passes the fiduciary column are logged. The resulting
description of an object is then “leftside” or “rightside” at the current position of the GPS.
The weaknesses are obvious enough: two cameras are required; the visual data are all but
thrown away; and, because the cameras are pointing laterally, the viewer can be surprised
by near objects moving rapidly through the field of view. Given the sophistication of the
GPS system (involving not least a few tens of satellites!), just a little more care with the
visual data seems warranted.

1which provide independence from Selective Availability imposed on Navstar GPS by the US Department
of Defense
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One system that does take more care is the GPSVan developed over several years at
the Ohio State University [2]. This system uses stereo cameras, capturing digital stereo
pairs every 30m or so. The stereo cameras use a baseline of order 2m and the depths of
particular objects are found from a single pair of images, given the known position of the
two cameras.

In this paper we recover structure from a monocular image stream, given the known
motion and hence motion of the single camera. The data is recorded on analogue tape
from a standard video camera and digitized later, making the accumulation of data less
specialized than in [2]. A map reference together with height are recovered for each
selected object by tracking it in a single front facing camera (Figure 1b). The problem of
surprise in the entirely manual process is removed because the objects of interest can be
seen approaching but, as shown later, because we can guarantee that they will be passed,
they do not have to be tracked until quite close to the vehicle.

Section 2 outlines the basis of the method, Section 3 describes the implementation,
and Section 4 shows mapping results obtained from a railway line, comparing output with
that from the Ordnance Survey. Although there is little novel in the visual processing per
se, the paper might serve as a reminder to the vision researcher that a modest financial
investment in a GPS receiver makes structure from known motion feasible outside the
laboratory and away from the robot arm.

GPS Receiver GPS Receiver

Left Camera

Right Camera

(a) (b)

Figure 1: The typical existing method of visual logging (a) uses two cameras directed
laterally, and objects are marked when passing the perpendicular. In the present method
(b) a single forward-facing camera is used and objects are tracked over several frames.

2 Algorithm
The aim in map generation is to find the positional reference for individual objects, but
then only to represent the object symbolically. There is thus no requirement to recover
dense structure, but there is a need to recognize and select objects. In this work recogni-
tion and selection is performed by the operator. For busy and varied street scenes, operator
intervention seems inevitable, but in the less cluttered and more stylized trackside envi-
ronments explored here it may indeed be possible to automate at least part of this stage.

Once selected, a point on the objecto is tracked over imagesi until it exits the field of
view giving rise ton image measurements(x; y)oi. Using homogeneous coordinates, the
projection into the image is

xoi =

0
@ �x

�y
�

1
A
oi

= [K][P]XC
oi

where[K] holds the camera intrinsic parameters, determined by calibration, and[P] is the
3� 4 projection matrix[Ij0] [4].
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The object coordinateXC
oi in the camera frameC is related to the desired static world

coordinateXW
o by the concatentation of two transformations, a variable one between the

world frameW and GPS reference frameG within the vehicle, and a fixed one between
GPS and camera frames (Figure 2(a):

X
C
oi =

2
4 [R]CG �[R]CGtCG

0
> 1

3
5
2
4 [R]GW �[R]GW tGW

0
> 1

3
5
i

X
W
o :

The GPS frame has itsX- andY - axes along the longitudinal and transverse axes
of the vehicle, so thatX is a tangent andY normal to the space curve following by the
vehicle.Z is the bi-tangent, polarized to have an upwards component (Figure 2a). The
variable transformation thus involves the translationtGW , the position of the GPS receiver
in the world frame at imagei, and a rotation which is decomposed into a combination of
heading elevation and roll[R] = [�i][�i][�i], in the usual order shown in Figure 2(b). In
practice, GPS delivers rather poor altitude values, but as the rate of change of altitude is
small it is sufficient to assume the space curve lies in a plane parallel to the world’sX-Y
plane. The the variable elevation�i and roll�i are set to zero, and the variable heading�i
found by fitting a tangent to the GPSX;Y measurements.
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Figure 2: (a) The world, GPS and camera frames. (b) The rotation is built from a change
of heading, elevation and roll.

The fixed transformation describes the offset translationtCG and offset rotation of the
camera from the GPS frame. Again the rotation is decomposed into heading, elevation
and roll, but a final change of axes is required to use the convention that the camera’s optic
axis is alongZ. [R] = [C][�][�][�] where allCpq are zero exceptC12 = C23 = C31 =
C44 = 1. The offsets are found by calibration as described in section 3.

Combining the various transformations we have0
@ �x

�y
�

1
A
oi

= [M]iX
W
o = [M]i

�
X
0W
o

1

�



844 British Machine Vision Conference

where[M] is a known3� 4 matrix. Given observations over framesi = 1:::n the2n� 3
matrix [A] and2n� 1 vectorb are constructed

0
BBBB@

...
...

...
(M31xi �M11) (M32xi �M12) (M33xi �M13)
(M31yi �M21) (M32yi �M22) (M33yi �M23)

...
...

...

1
CCCCAX

0W

o =

0
BBBB@

...
(M14 �M34xi)
(M24 �M34yi)

...

1
CCCCA

and the system[A]X0W
o = b solved in the least-squares sense using the pseudo-inverse

or, preferably, by singular value decomposition. Care is taken to centre the data using a
linear transformation before solving.

The solution from this linear method is then used as the starting point for a non-linear
optimization (eg [4]) which finds theX which minimizes the sum of the squares of the
distances of the predicted projectionsx(XW

o ; [M]i) from measured image positions

min
XW
o

nX
i=1

(xoi � x(XW
o ; [M]i))

2 :

3 Implementation issues

3.1 Calibration

The method adopted requires that the camera’s intrinsic parameters and extrinsic parame-
ters with respect to the GPS frame be known. Rather than using laboratory techniques to
calibrate, we have used large outdoor structures with known geometry combined with the
GPS data.

3.1.1 Camera intrinsics

Measurements were made of the image width and height of a bridge of known scene
dimensions (Figure 3a). Taking the width as an example, starting from some unknown
distanceD0 from the bridge of widthW , the image widthw was measured as a function of
distancez moved forward, a value provided by the GPS independently of offsets between
the GPS head and camera. Now

w

fx
=

W

D0 � z
or

1

w
=

D0

fxW
� 1

fxW
z :

Figure 3(b) shows the results of straight line of1=w vs z moving a distance of some
160m towards the bridge. From the slope of the graph and usingW = 8:9(2)m, we
recoverfx = 614(14)pixel. From thez-intercept of the graph we findD0 = 183(1)m,
a figure we shall return to below. Similarfy was found to be623(16) pixels, confirming
the expected aspect ratio of near unity. Henceforth we takef = fx = fy.

The principal point was not measured and is taken to be at the image centre(u0; v0) =
(192; 144).



British Machine Vision Conference 845

w

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0 20 40 60 80 100 120 140 160 180

1/
w

 (
pi

xe
l)

Distance z (/m)

Calibration of fx

"calib.dat"
0.0335 - 0.000183*x

Figure 3: Measured value of 1=w against z, and the fitted straight line. The slope is
1=fxW = 1:83� 10

�4pix�1.m�1 and the z-intercept is Do = 183m.

3.1.2 Extrinsic offsets from the GPS frame

(Figure 3(a) was also used to determine the fixed transformation between camera and GPS
frames. Because the tracks are parallel to the GPSX-axis, their vanishing point defines
the direction of this axis in the image provide a measure of the elevation and heading
offsets. By intersecting straight line fits to the tracks,xV = (184:1; 31:9) and, taking
� and� to be negligible,� = tan�1 [(yV � v0)=fy] = �0:18rad: The small� and�
are highly correlated, but each is of maximum value0:01rad and can be safely neglected
within errors.

In the camera’s coordinate system (afterchanging the axes using[C]), a point(X;Y; Z)
on the ground plane satisfies

Y cos �+ Z sin � = �tZCG
wheretZCG is the height of the camera about the ground plane, as shown in Figure 4.
Consider now an individual rail lying in the ground plane atX = d. Under perspective
projection, the imaged rail is the straight line

(y � v0) = +f tan �� (x� u0)
tZCG
d cos �

with slopeS = �tZCG=d cos �. If we fit lines to both left and right rails,

1

SR
� 1

SL
=

cos �

tZCG
(dL � dR) =

cos �

tZCG
G :

whereG is the known gauge. Using the UK gauge [5] ofG = 1:435m (or in decent
units, 4ft 81

2
in), from the straight line fits to the railstZCG = cos �=0:3286m and, using

the value of�, we find the height of the camera astZCG = 2:99(5)m, a figure entirely
compatible with the height of the front window of the driving car of the train.

The camera was attXCG = 10m, ie 10m in front of the GPS receiver in these ex-
periments, a measurement verified in two ways. First recall that from Figure 3(b) the
initial visual distance to the bridge wasD0 = 183m. Now the initial GPS reading was
(404606.5, 91569.4)m and the OS map position of the bridge is (404414, 91553)m, giv-
ing a difference of 193m. A second verification was made by finding the image and
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hence GPS reading where the bottom of the image is just aligned with the front of the
bridge. The GPS reading was (404431, 91554)m compared the map position of (404414,
91553)m, placing the GPS 17m from the bridge. From this we subtract the the distancep
to the nearest visible point on the ground (Figure 4). Now

tan(��+ �) = tZCG=p ;

where the half field of view of the camera� in the vertical direction is found as� =
tan�1(v0=f). From this we findp = 6:9m, verifying that the GPS is some17 � 6:9 �
10m further back than the camera.

−ε

α

p

X

Z

t
CG

Y

Z

Figure 4: Transformation between the GPS and Camera Frame. The height of the camera
above the ground plane is tZCG and the nearest visible point a distance p away along the
ground plane.

3.2 Object selection and tracking

Object selection is carried out by the operator. The object is described as one of a number
of structures, such as bridges, huts, signs, switchboxes, buildings, platform starts and
ends.

An 21�21 pixel mask centred at the selected point is stored, and tracking is performed
from frame to frame using normalized grey-level correlation. A correlation maximum is
found to the nearest integer, and quadratic fitting to the correlation surface around the
maximum is used to obtain sub-pixel acuity. A new mask is then generated by interpo-
lation for matching to the next image. With two or fewer matches search for matches is
restricted to a band around the epipolar line, but with more matches the 3D position is well
enough determined to restrict search to a small window about the predicted projection.

The recomputation of the correlation mask is essential to reduce feature drift. This
problem is further mitigated by limiting the start of tracking until the object is quite close
to the camera. The underlying rationale is that because the object is at the side of the
track, its last observation can be assured to be close to the edge of the image, and thus
we can determine an optimum position for itsfirst observation, a position which is not so
much further from the camera.

Consider Figure 5, which shows the geometry for two viewing positions of an object
laterally displaced from the camera2 atX = W . It is obvious that the best localization
will always be obtained if one of the views is the closest possible, where the object is
imaged at the extreme pixelw, with a position error of��. The bounds of uncertainty

2Again using the coordinate systemafter application of[C].
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Figure 5: Viewing geometry for an object which is at the edge of the image at distanceD0.
Distance D1 is found to minimum the depth uncertainty �Z.

are delineated by lines A and B. The second view is taken from a distanceD1 and the��
lines are C and D, which with A and B define a quadrilateral of uncertainty. The narrow
dimension of the error quadrilateral is all but fixed, and reducing uncertainty is equivalent
to making the distance�Z a minimum. A little manipulation shows that the intersection
of A and D has

�Z = �
(D0 +D1)D0D1

D1fW + 2�D0D1 �D0fW
;

and differentiating with respect toD1 and setting to zero yields a quadratic for the opti-
mumD1:

(1 + 2�D0=fW )D2

1 � 2D0D1 �D2

0 = 0 :

Only one solution is valid,

D1 = D0

 
1 +

p
2(1 + �D0=fW )

1 + 2�D0=fW

!
� D0(1 +

p
2) :

Thus measurements taken a substantially greater distances thanD1 are of little value. The
analysis also gives a feeling for the minimum likely error of

�Z =
�

w
D0(1 +

p
2)2 and �X � �

f
D0

(2 +
p
2)

2
:

4 Experiments

Video and GPS data were recorded at 25Hz during a hour long journey along a railway
line through Poole. Each video frame had a VITC time code written at the top of the
image, allowing video and GPS data frames to be rematched during offline analysis. The
experiments shown here use images sampled at 2Hz (actually at alternating intervals of
480 and 520ms).
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4.1 Tests on individual structures

We compare the output from the method with two structures whose position is available
from a 1:1250 scale OS map, and where the considerable care has been taken with the
matching.

Figure 6(top) shows four images taken during the approach to a milepost whose po-
sitions is read from the OS map as (404495, 91557)m. Table 1(a) shows the recovered
world coordinates as the numbern of data used increases. The final value of (404494.1,
91555.9, 0.3)m is agrees with the OS coordinate to within errors.

Figure 6(bottom) shows four images taken during the approach to a bridge whose left
pillar is read from the OS map as (404414, 91549)m. The recoveredX;Y; Z shown in the
table are in agreement.

Finally, a distinctive patch of ballast was tracked. (The images are not printed as
the loss of resolution makes the ballast somewhat less than distinctive.) TheX andY
values in Table 1 are of little interest, but it will be seen that theZ is zero within the error
tolerance.

tB0.021 tB0.022 tB0.023 tB0.024

tB0.043 tB0.044 tB0.045 tB0.046

Figure 6: Four frames covering the last 2 second as the train approaches a mile marker
(top) and bridge (bottom).

4.2 Extended test with assorted trackside clutter

We now give examples of the map output. In practice the output is destined for a GIS
system, but here we generate a simple graphical output showing track, bridges and so on.
It is worth noting first that the train was moving in the westwards direction and so location
is based on the eastwards facing parts of the structures, and second that bridge symbols
have been oriented perpendicular to the track direction (it would be desirable of course to
make measurements of each pillar).

The first example shows a section about 800m east of Parkstone station in Poole and
compare it with the OS map of that area.

The second example in Figure 8 shows the mapping of Parkstone Station itself. As
with the first example, only the text has been added by hand. Note that the train is travel-
ling on the left hand, more southerly, track, and this is recovered in the map.
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MileMk
Frames X or E (m) Y or N (m) Z (m)

19-20 404493.9 91555.8 0.4
19-21 404493.7 91555.8 0.3
19-22 404494.5 91556.0 0.4
19-23 404494.3 91555.9 0.4
19-24 404494.1 91555.9 0.3

Bridge
Frames X or E (m) Y or N (m) Z (m)

42-43 404417.6 91550.0 1.7
42-44 404414.7 91549.4 1.6
42-45 404414.6 91549.3 1.6
42-46 404413.8 91549.1 1.5

Ballast
Frames X or E (m) Y or N (m) Z (m)

7-8 404540.9 91564.5 0.2
7-9 404538.7 91564.3 -0.0

7-10 404538.6 91564.4 -0.0
7-11 404538.5 91564.4 -0.0
7-12 404537.9 91564.4 -0.1

Table 1: Recovered world coordinates of the mile marker and bridge (shown in the previous
figure), and of a patch of ballast on the track.

Switchbox

Bridge
Sandecotes Lane

Sign

Bridge
St Osmund’s Road

Switchbox

Mile Marker

Hut

91600

91500
404100 404200 404300 404400 404500

Hut Mile Marker Switchbox, Bridge 2nd Bridge

Figure 7: The recovery of a section of track and its comparison with the same section
of OS map. Below are some of the images used. The train was travelling in a westerly
direction (ie right to left).
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Footbridge

Sign

70 Sign
Building

Platform
Ends

Bridge

Platform
Starts

403700 403800 403900 404000

91500

Sign 70 sign, Bridge, Platform Starts Building, Footbridge Platform Ends

Figure 8: Parkstone Station, Poole. Only the text and arrows are added manually. Below
are some of the images used taken from the train which was travelling in a south westerly
direction (ie top-right to bottom-left).
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