
British Machine Vision ConferenceSlaving head and eye movements for visual telepresenceJason J Heuring and David W MurrayDepartment of Engineering Science, University of OxfordParks Road, Oxford, OX1 3PJ, UKEmail [jace,dwm]@robots.ox.ac.ukAbstractThis paper describes a system for visual telepresence that copies the mo-tion of an operator's head onto the neck axes of an electromechanical stereohead/eye platform. Three or more point features on the operator's head aredetected using an external static camera and tracked over time to recoverthe pose of the operator's head The process of capturing images, trackingfeatures, recovering pose, and generating demands runs at 50Hz with a la-tency of 23ms, with the controller and platform typically taking another20ms to satisfy a demand. Experiments show that the system, includinghead platform, is able to copy head movements of up to 400�s�1. The papergoes on to consider the possibility of copying individual eye movements ontothe individual camera axes of the head, but simulation studies suggest thatdelays in the feedback will lead to unsmooth eye response.1 IntroductionThere is a commercial demand for delicate, non-routine and risky tasks requiring ahigh degree of sensori-motor coordination to be undertaken in environments whichare hostile and remote. Until robotic sensing and perception develop su�cientmaturity to enable unsupervised performance of such tasks, teleoperation appearsto be a way both of satisfying the demand, and also of learning what will berequired for fully autonomous operation.In this paper we �rst describe a system for slaving an operator's head motionsonto a remote electro-mechanical stereo camera platform from which images arereturned to the operator. A variety of methods have been proposed for headtracking in the literature including mechanical [6]; magnetic [8]; visual inside-out[1, 9], where a camera attached to the operator's head views the static environment;and visual outside-in [2, 3], where a static camera views the operator. Here we usethe last method. Although inherently somewhat more di�cult than the others,this method appears to be the only one which is completely non-intrusive and,more importantly, has scope for considerable extension | to include, for example,the recognition of facial and limb gestures.We then explore the possibility of slaving individual eye movements onto theindividual cameras, �nding in simulation that delays would cause undesirable sac-cadic movements in the operator eyes.2 Recovery of poseThe estimation of the pose of the master human head is based on the recovery ofat least three image point features corresponding to 3D points on the operator'shead whose relative positions are known. As long as three or more points remainvisible, any motion of the operator's head can be recovered. The details of thealgorithm are given in [5].Consider the rotation R and translation t that transform a 3D point on theoperator's head at pi, referred to in a local object-based frame, into a positionXi in
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Camera frameFigure 1: Points p are transformed to X in the camera frame and imaged at x. Ourconstraint on rotation demands only that the rotated vector R(pi � pj) lies in theplane formed by the optic centre, xi and xj.the camera frame. The point in the camera frame must lie along the backprojectedray from the image position xi, so thatRpi + t = �ixi;where �i is unknown. It might be thought that the translation can be eliminatedby using pairs of points R(pi � pj) = �ixi � �jxj :where jpi�pjj = j�ixi��jxj j, but this leaves translation encoded in the �. Insteadwe generate a weaker but more robust constraint by con�ning R(pi � pj) merelyto lie in the plane containing xi, xj and the optic center, as illustrated by theun�lled points in Figure 1. The normal to this plane is (xi � xj) and since itpasses through the origin, (xi � xj) � r = 0 for any vector r in the plane. Thus forn points visible from the model the constraints can be written as(xi � xj) � R(pi � pj) = 0; fori = 1 :: n�1; j = i+1 :: n :To �nd the optimal rotation we minimizeminR n�1Xi=1 nXj=i+1((xi � xj) � R(pi � pj))2:The rotation is represented as a quaternion �q = (q0; q1; q2; q3)> = (q0;q>)> and alinear approximation to the rotation matrix derived asR � 24 q0 �2q3 2q22q3 q0 �2q1�2q2 2q1 q0 35The approximation improves on that of Harris [4], who set Rii = 1. Applying thisrotation, a structure point p after rotation becomesp0 � q0p+ 2q� p;



British Machine Vision Conferenceand the minimization is thereforemin�q n�1Xi=1 nXj=i+1((xi � xj) � (q0(pi � pj) + 2q � (pi � pj)))2:This in turn can be rewritten [5] asmin�q �q>N �q ;minimized when �q is the unit eigenvector of N corresponding to the smallest eigen-value.Although the approximation to the rotation matrix may not be a pure rotation,the quaternion recovered using the eigenvalue method is guaranteed to representan orthogonal transformation, a requirement which is di�cult to maintain thisproperty when dealing with 3 � 3 rotation matrices. Even using quaternions,when the model structure is rotated thousands of times, distortion can occur dueto the �nite precision of computer arithmetic. We avoid this problem by obtainingthe updated structure directly from the original structure at each step. At step n,the quaternion de�ning the rotation of the original structure, �qn, and the structurepoints, pin, are updated as follows:�qn = �q� �qn�1; and pin = �qnpiorig �q�nwhere �q� is the incremental rotation from the last computed structure position,and piorig are the original structure points.Once the rotation is known, the translation can easily be found. The equationsfor perspective projection for our structure can be written asf(pix + tx)(piz + tz)�1 = ui and f(piy + ty)(piz + tz)�1 = vi:From these comes the matrix equation2664 :f 0 �ui0 f �vi: 377524 txtytz 35 = 2664 :u1piz � fpixv1piz � fpiy: 3775and the least squares solution (tx; ty; tz)> can be found using a singular valuedecomposition.3 System Architecture and ImplementationThe overall layout of the system in shown in Figure 2(a). A single camera viewsthe master head, and image �elds are captured into the memory space of a networkof C40 DSPs. The 2D image positions of features on the master head are detectedand tracked, and the pose (both orientation and translation) is recovered. Thepresent implementation uses a small number of point features and all processingis carried out at 50Hz on a single C40.
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yorick 5-5c (a) (b)Figure 2: (a) The system for slaving Yorick to a user's head motions. The root C40is used for communication only. (b) The Yorick 5-5C head platform.The pose is mapped onto the pan and elevation degrees of freedom of the slavehead platform, and angular demands are written into an area of memory in thehost PC which is dual-ported and readable by the slave head controller. Thecontroller is a Delta Tau PMAC, a DSP-based board for performing multi-axisservo control. The board drives the slave head platform via a power ampli�er andobtains positional feedback information from encoders on the motors.The stereo head platform, Yorick 5-5C, is one of a series designed and builtin our laboratory. Yorick, shown in Figure 2(b), weighs less than 2kg, includingcameras, and has an interocular baseline of 110mm. Each axis is driven by aDC motor with a Harmonic Drive geared transmission and capable of maximumaccelerations in the range of 20,000 { 25,000�s�2, and maximum velocities of some600�s�1. In the present work only the neck axes | that is, pan and elevation axes| are driven from neck pan and elevation movements of the master human head.For robustness, features are supplied using IR emitting diodes attached to avisor worn by the operator. An example image is shown at the end of Figure 3. Thealgorithm assumes knowledge of which point in the structure has produced eachpoint in the image. These correspondences must be established at initialization.The automatic initialization proceeds in two steps. First, the image is scannedand all connected regions above an intensity threshold are detected. The intensitythreshold is constant and requires no adjustment. If there are not six of theseregions, the scan is repeated until there are. These points are then ordered tomatch the order of the points in the structure model. The method of ordering issuch that correct correspondences are guaranteed as long as all six points are visibleand head cyclotorsion does not exceed 90�. Once running, the tracking algorithmproceeds by scanning a small region (presently 40 pixels square) centered on theprevious position of each point. The centroid of all pixels above the intensitythreshold is taken as the new point position.When the user rotates his head to extreme angles, some of the LEDs mayrotate out of view. As long as at least three of the six LEDs remain in view,we can continue estimating the pose, and predict the positions of the missingpoints. Speci�cally, whenever the region surrounding the previous position of apoint contains no values above threshold, the predicted position of that point isde�ned as ~ui = f(pix + tx)(piz + tz)1 and ~vi = f(piy + ty)(piz + tz)�1:A ag is set so that these predicted positions are not used in the pose estimation.
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Figure 3: Frame from a short clip of 50Hz video of the slave head (right) being drivenby the master (left). The �nal �gure shows the IR leds on the visor.When the point reappears and enters the search region it is acquired and the agis reset.Because the method is incremental, the estimate may drift slightly after manythousands of iterations due to roundo� error. This problem is most noticeablewhen the user returns his head to its original position and the estimate is notequal to the original one. We correct this error by using the original structurewhenever the computed absolute rotation is less than some small angle arbitrarilyset at �ve degrees.4 Head slaving results and performanceFigure 3 illustrates the overall performance of the operator/slave head systemusing a sequence of images cut from a video made during use. The inter-imagespacing is 150ms.As noted earlier, all the processing takes place on a single C40 based framegrab-ber and proceeds at 50Hz. The pose estimation algorithm requires approximately3ms. Because of the �xed 20ms clocking-out time of our CCD camera, this resultsin an overall latency of 23ms between the movement of the user's head and thecorresponding motion demand being sent to the PMAC.The bandwidth of the video tracker is limited only by the frequency with whichnew �elds are received. Our system is presently limited (by the cameras) to 50Hz,resulting in a tracker bandwidth of 25Hz.The pixel slew rate S of the tracker is limited by the size of the region checkedfor the new position of a particular point in the image. In the present implementa-tion, this translates to a slew rate of 20 pixels per �eld, or 1000 pixels per second.The maximum trackable rotational velocity of the operator's head is then givenby !max = Sk � fd cos �z � d cos � � f(d sin �)2(z � d cos �)2 ��1where f is the focal length, k is the resolution in pixels/mm, d is the distancefrom the point being tracked to the relevant axis of rotation, � is the angle of
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)Figure 4: Bode plot of the response of the pan axis on the slave system.the operator's head with respect to the forward direction, and z is the distancefrom the optic centre to the axis of rotation. The point has maximum velocityin the image when � = 0�. Typical values (f = 8:5mm, k = 120pixels/mm,d = 150mm, and z = 1000mm) yield a value of approximately 320�s�1 for !maxin this situation. This limit can be raised by increasing the area of the searchregion (using another of the C40s in the network if necessary) or implementing aprediction scheme.Another limit to the slew rate is the use of the small angle approximation.A value of !max = 500�s�1 is equivalent to a rotation of 10� per �eld. For thisrotation, the small angle approximation has an error of less than 0:08�, smallerthat the angular resolution of the entire system.The frequency response of Yorick 5-5c is shown in Figure 4. The phase responsecorresponds roughly to a constant delay of 20ms. The phase response of the entiresystem is double this, corresponding to a constant delay of 40ms. The magnituderesponse can e�ectively be considered the magnitude response of the entire system,since the tracker's bandwidth is 25Hz. The bandwidth of the human head issimilar, with only the most violent motions exceeding this range. As mentionedin the introduction, the slew rate of the head platform is some 600�s�1, whichde�nes the maximum slew rate achievable by the system.4.1 AccuracyThe accuracy of both the rotational and translational parts of the pose recoveryhas been tested using a 3D head model moved known amounts by a robot arm.Typical results of the rotational pose estimation experiments are shown for bothpan and elevation axes in Figure 5(a). The accuracy on both axes is always within1�. These measurements were made with the test device stopping momentarily ateach demanded position, so that the results are not a�ected by the latency of thesystem.Figure 5(b and c) shows data recorded during a dynamic test where the robotcarrying the face template made simultaneous translation, pan, and elevationmovements. Figure 5(b) shows the pan and elevation commands compared to themeasurements made by the pose estimation algorithm. A comparison of trans-lation commands with measurements recovered by the pose estimation algorithmis shown in Figure 5(c). These recovered values remain within 3% of the actualvalues throughout the test. In current work we are exploiting the ability to recovertranslation to control other actuators and degrees of freedom.
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measured(a) (b) (c)Figure 5: (a) Static accuracy: A comparison of commanded rotation of a 3D headmodel with the measurements of the pose estimation algorithm. The pair of traces atthe top on the left of the graph represents the pan angle, the other pair elevation. (b& c) Results of a dynamic test using translation, pan, and elevation: (b) Anotherrotation comparison. The pair of traces with the greater amplitude represents the panangle, the other pair elevation. (c) A similar comparison for translation commands.The top pair of traces gives distance along the optic axis z, and the middle and bottompairs along y and x respectively. The y measurements are shifted up by 200mm forreadability.5 On slaving camera to eyeIf head movements can be slaved onto the neck axes of the electromechanical head,could not eye movements be slaved onto the vergence axes of the individual cam-eras? Certainly the eyes could be tracked | IR limbus tracking is one methodwhich gives su�cient accuracy and appears practical within an enclosed head-mounted display. However, when considering the feedback loop for eye tracking,as a key di�culty emerges. Using an eye to control the camera in turn requires(a) (b) (c) (e) (f)Figure 6: The need to move the display is illustrated in this step by step representationof events when a target moves.the display viewed to be moved synchronously in front of the eye, either physicallyor, perhaps more simply, electronically. Figure 6(a) shows the camera and eyestabilized on a target. In (b) the target moves, so the image moves on the display.In (c) the eye moves to �xate the target, and so therefore, via eye tracking, doesthe camera. But, as (d) shows, if the display as a whole remains still, the tar-get's image would return to the centre of the display. Diagram (f) shows that toachieve a stable �xation point, the display must move by the same angle as, andsynchronously with, the camera.The control of such a system presents three signi�cant hurdles, viz frequencyresponse, where a range of DC{100 Hz is required; resolution, where the eye trackermust have resolution of order 10�3rad, and the display a movement resolutionof 2 � 10�2mm; and time delays in the control loop. Even if the �rst two are



British Machine Vision Conferencecleared, our simulation suggests that the third is unsurmountable within existingtechnology.5.1 Discrete-time simulationIn a discrete time simulation we model both the imaging of the scene and thesensing of eye movements as sample and hold processes. We also allow the eyecontroller to be a �nite state machine, switching between tracking, saccading anda recovery period after a saccade.There are delays associated with almost every component in the loop. It is ob-vious from the time stepped diagram that if the delay between the head movementand display movement is too great, then the system can be unstable. The delaysconsidered in the simulation below are (i) Imaging delays �ci | the time takenbetween something happening in the scene, and its being shown on the image; (ii)Head-to-display delays �hd | the delay between the head making a move, and itsbeing echoed by movement of the active area of the display; (iii) Eye delay �ie |the delay between something appearing on the screen and muscular response; andEye tracking delay �ef | the delay between actual eye movement and demandsbeing sent to the head.At time step t, t = 0; 1; : : :, let the scene be at angle �s(t) and let the head beat �h(t), where the latter has been derived from the previous iteration. The sceneis imaged at angle �c(t) = �s(t) � �h(t). We model the vision (here, just imagecapture) and display process as one of sample and hold followed by delay, so that�i(t) = �c�(t��ci) where �c� is �c after sampling, and �ci is the delay of around100ms.The active area of the display is moved in response to camera movements, sothat �d should mirror �d, but delayed by an amount �hd which should ideally beidentical with �ci. Ie, �d = �h(t��hd), and �hd = 100ms.For slow phase movements, we model the eye by a neurovisual transfer functionI(s) = 4=(s + 4) which describes neuronal activity in response to an o�-centredtarget [7]. In the slow phase, the muscular part of the eye plant (modelled as a crit-ically damped second-order system with maximum acceleration of 30; 000�s�2, andmaximum velocity of 600�s�1 so that the transfer function is E(s) = 502=(s + 50)2can be safely ignored as it is much faster than the controller). In addition we in-sert a delay of �ie = 100ms. Using time steps of h, the update rule for the eye istherefore �e(t) = [4�d(t) + �e(t� 1)=h] [4 + 1=h]�1 :If the di�erence between the eye output and display input angles is greaterthan a threshold (here, 3�), the controller enters the saccade state. The currentdisplay input is stored and used a input throughout the entire saccade, as visualinput is blurred and e�ectively useless. The eye is moved at its maximum velocity(here 500�s�1) to reduce the error. When within 0:5� of the held display input,the controller switches to the recovery phase which is similar to the slow trackingphase, but in which it is not possible to make a saccade for a period of 100 ms.If the current position of the eye is �e(t), then the error in eye position is(�d+�i��e), and this drives the eye plant. We assume that the eye tracker outputproduces a sampled, held and delayed version of the eye position �f (t) = �e�(t ��ef ) which is used to drive the vergence axis of the head, modelled as a criticallydamped second-order system with transfer function R(s) = 1202=(s+ 120)2. Thisyields a discrete update equation for the camera axis on the head of�h(t + 1) = ��f (t) ��Mh2 � f2h� �h(t� 1) ��k � 2Mh2 � �h(t)� �Mh2 + f2h��1
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