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Abstract

Real-time tracking systems often make use of a reference image and,
where processing power is limited, an 'area of interest'. To obtain such
information commonly requires user interaction. Typically, a reference

image is obtained by the user capturing an image when the objects being
tracked are not present in the scene and an 'area of interest’' may also be
defined by the user; both being specific to a particular scene. An alternative
approach that would automatically generate and maintain an up-to-date
reference image is investigated in this paper. This consists of, essentially,
‘cutting and pasting' areas of image from a sequence of frames to obtain an
image containing no moving objects. Furthermore, a method for
automatically generating an 'area of interest' is described. This method
identifies areas of movement in a sequence of frames in order to build the
‘area of interest'. These techniques have been successfully developed and
proven using video sequences of more than one traffic roundabout.

1. Background

This paperdescribeghe early progressachievedn the developmenof a real-
time tracking system.The work carriedout providesfoundationsusefulto manyreal-
time tracking systems and is not specific to any particular application.

In real-time tracking, to speedup the locating of objects and reducethe
processingpowernecessanyit is oftendesirableto identify the 'areaof interest'(AOI).
It is, also,commonto havea referenceimage,to showthe appearancef the scene
without the presence of the object(s) being tracked.

The exampleapplicationconsideredn this paperis a vehicletrackingsystem
for use on complex road junctions. So far, we have, specifically, focused on
roundabouts (sefigures5.1& 5.5).Here,the AOI is theroadandthereferencémage
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would showthe roadwith no vehiclesonit. It is envisagedhat this knowledgeof the
road scene will enable a more efficient search for vehicles.

The hardwareused for this work is an IBM PC compatible Pentiunt],
capturingvideo or camerafootagethrougha PCI frame grabber.Given this relatively
limited processingpower, thereis a needto reducethe necessaryprocessingto a
minimum.

2. Review of Traffic Tracking

Knowledgeof the areaof interestin a sceneis often usedto predict likely
locationsfor the object(s)to betrackedandto reducethe processingpowernecessary.
This areais typically pre-definedby the user (e.g. using a mouse).For example,
Thomsonet. al., [1] definetwo pointsin the scenethat canbe usedto countvehicles
and measuretheir speed.Campbell,et. al., [2] use neural networksto automatically
recognisdeaturesn a scenesuchasroad,grass,etc. This approachcould be usedto
identify the area of interest in a scene, such as the road in a traffic tracking application,
thoughthis was not the purposeof their system.Marchant[3] describesa systemfor
creatingmasksof individual farmyard animalsfrom a sequenceof frames.This is
similar to the generationof an AOI describedn this paper,however,we requirethe
full paths of all the moving objects in the image.

Commonly, a referenceimageis takenfrom footageof the scenewhen the
object to be tracked is not present[1][4][5][6][7]. However, this is not always
convenientasthe scenemay bein constantuse.Thesereferenceémagesmustalsobe
adjustedto take account of ambient lighting conditions, shadows and camera
movement,etc., though shadows reflectionsand cameramovementare particularly
difficult to compensatéor. Twilight wascited asa particularproblem,asthis is when
theambientlight, shadowsandreflectionschangevery rapidly andalsotendsto occur
at the same time as 'rush hour' [4].

Cruz, et. al., [8] describea systemthat can createa referenceimagefrom a
sceneincorporatingthe object to be tracked,using a techniquethey call 'temporal
smoothing'. This incrementsor decrementsgrey-levels in the reference image
accordingto whetherthe correspondinggrey-levelin the currentframeis higher or
lower. However,this techniquedoesnot respondto rapid changesn light intensity,
suchasis causedy clouds,andtendsto leave'cartrails', wherecarshavebeenin the
past. Also it requires dedicated hardware to achieve sufficient speed.

3. Generating a Map Image
3.1 Introduction

A 'map'of theroad (or, moregenerally,AOI), where moving vehicleshave,
previously,beendetectedvould allow processingo be restrictedto just the roadarea,

within theimage.It would alsomeanthat,in termsof tracking,if anobjectleavesthe
mapped area, it can be said to be no longer on the roundabout.



3.2 A Basic Algorithm

In its simplestform, a map could be built up by repeatedlyadding the result
of differencing consecutiveramesinto an, initially blank, map image (Figure 3.1).
The ideabeingthat differencing would detectmoving vehiclesalongtheir paths.By
repeatingthe process,\vehicle movementwould be detectedall the way aroundthe
roundabout.
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where M = map image, F = frame, n = frame no., k =total no. iterations.
Figure 3.1 : Smple Map Building Algorithm

However,becaus®f the algorithm'scumulativenature the mapalsocontains
all of the noise (falsely interpretedas movement)detectedthroughoutthe processit
was found that thereis quite a lot of noiseassociatedvith the imagestakenfrom a
video source.This poseda problemwhentrying to seta thresholdlevel that would
extractthe vehicle pathsfrom the backgrouncdhoisein the mapimage,andwasmade
moredifficult by the level of noisevarying. This variancedependsnanyfactors;such
asambientlighting conditions,the numberof iterationsusedto build the imageand
the amountof traffic flow. So, ratherthan attemptingto removethe noise from the
mapimage,eachdifference imagewasthresholded before beingaddedinto the map
image.

As the rangeof grey-levelscanvary substantiallybetweendifferent scenesa
threshold level was re-calculated for each scene at one third of the grey-level range.

3.3 Opening

In orderto removeany noisein the map image,an openingdfilter (an erode
followed by a dilate) was used. Opening was chosenin preferenceto a simple
anomalouspixel filter, as noise pixels often occurredin clusters.One of the major
causedf these'clusterswas'camerashake’(thereare few sturdylocationsto placea
video camera at road junctions).

As well asits effectson the backgroundnoisealso affectedthe quality of the
vehicle imagesin the map. Noise, shadows,variationsin grey level, windscreens
(which may be the samecolour as the background)etc., combinedin the difference
imageto yield 'broken'imagesof vehicles.Therefore,a balancehadto be found, in
designing the noise filter, such that it could discriminate between 'threken'vehicle
images and actual noise.

3.4 Smoothing

A techniquethat proved far more successfulthan the above processfor
removing noise from the map image was to smooth the framesprior to all other



processingThis alsohadthe effectof producingmore'solid’ vehicleimages Followed
by thresholding, this technique produceda continuous map of the road. Any
remaining noise was then removed with a simglening.
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Figure 3.2 : Filter Configurations Tested for Smoothing Filter

These smoothing filter configurationswere tested with various different
weightingsin order to reacha balancebetweenspeedand effectivenessThe mask
shown as figure 3.2a best met this criterion.

3.5 The Complete Map Building Algorithm

Figure 3.3 showsthe processeslescribedaboveplacedin orderof execution.
Only one new frame is grabbed each cycle, the timing derived from the processing time
for eachframe.A delaybetweereachgrabis desirableasthis allows vehiclesto move
to yield the maximum are@ot overlappingwhenthe two framesaredifferenced. By
updating two frame buffers alternately, only one frametbé® smoothed (thelongest
process) each cycle and maximum use is made of the host machine's resources.

» Grab New Frame
*  Smooth New Frame
* REPEAT
* Make New Frame be Old Frame
» Grab New Frame
*  Smooth New Frame
» Difference Old and New Frame
» Threshold Difference Image (Threshold set to 1/3 Grey Level Range)
* OR Thresholded Difference Image into Map Image
e Count New Pixels Added to Map Image
*  Open Map Image
» Dilate Map Image
» UNTIL No New Pixels are Added to Map Image
 Map Complete

Figure 3.3 : The Final Map Generating Algorithm



3.6 Processing Each Framein Bands

Section 3.5 describedhow a time delay betweenthe two frames being
differencedis desirableto obtainmaximumyield of areafor eachvehicle.lt is alsothe
casethat frames (and, therefore, vehicles) should not be too far apart, as more
efficiency can be gainedby logging the full pathof a vehicle, ratherthan occasional
positions.

In orderto grab framesalternatelyand close enoughtogether,in time, the
imagehadto bedividedinto severabands Eachtime a newframewascapturedonly
oneof thesebandswould be processedhe nextbandbeingprocessedor the nextpair
of frames.The width of eachband, and thus, the processingtime for each pair of
frames,wasadjustedsuchthat vehiclesin the next pair of frameshad movedto give
the maximum yield for eadttiffer encing.

Bands wergrocessedoing bothdownandthenup theimage(figure 3.4), as
vehiclescould be capturedmoving downandup the imagethroughconsecutivebands.
This gave an equal result for both sides of roads vertically oriented in the map image.
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Figure 3.4 : A Frame Divided into Bands Showing the Order of Processing
3.7 Automation

An importantaspecbf this work wasto makethe systemfully automatedTo
this end the map building processhadto be designedio stopwhenall the road had
been found (i.e. when no more, significant, movement could be detected).

Thealgorithm,figure 3.3, showshow the numberof new pixels (pixels added
to areasalreadymappedare discountedeingaddedinto the map eachiteration, are
counted.When the numberof new pixels remainssteadyfor sometime the process
stops.The numberof new pixels beingaddedis filtered, usinga running averageto
preventthe processfrom stoppingif severalframesgo by with no pixels (vehicles)
beingaddedinto the image.Also, from the differencebetweenthe averagenumberof
pixels andthe numberof new pixels, the level of backgroundnoiseis calculatedand
accountedfor (which is significant, since the level of backgroundnoise can vary
considerably between scenes).



New pixels were, actually, countedbefore the opening to remove noise.
Otherwise, a buffer stagewould have to be added, where noise pixels could be
removed,countedand then this numbersubtractedfrom the numberof new pixels
addedinto the map. This would be an additionalcomputationalexpenseon, already,
limited resources.

3.8 Coding the Map Image

Becausehe mapimagewasto be used,both, to reducethe searchareafor
vehiclesand to minimise necessarymage processingjt was necessarnto codethe
imagein two ways.Eachmethodof codingwasappropriatdo the different usesof the
map image, although both represent identical areas.

The searchareawas describedby the map image as a binary image, white
representingareasto be processedind black representingareasnot to be processed.
This waseffectivewith our simpletrackingalgorithm,which would frequentlypredict
the next location of a vehicle to be outside the road area.

Image processingwvas limited by run-lengthencodingthe mapimage. Each
entryin the RLC (run-lengthcode)holdsthe startand endpoint of a givenrow in the
image, eachrow being simplified to only one run. Thus, rather than check before
processingzachindividual pixel, all the pixels betweenthe start point and end point
are processed. This leads to a simple and efficient implementation.

4 Generating a Reference I mage
4.1 Introduction

Many traffic tracking systems use some kind of reference
image[4][5][6][7][8]. The referenceimage showsthe appearancef the object scene
without the presenceof the object being tracked. A simple differencing of the
reference image from the object scene yields just the object.

4.2 Generating a Reference Image

The approachadoptedfor creatinga referenceframe was, essentially,one of
‘cutandpaste' Here, the referencémagewasbuilt up by copyinginto it areasfrom a
sequenceof framesin which there was no movement.Holes where vehicles were
presenteventuallybeing'pastedover' by imagecontentfrom otherframes.This was,
actually,implementedon a 'pixel by pixel' basis,comparingcorrespondingpixels in
two frames,temporallyfar enoughapartto allow vehiclesto have completelymoved
betweenthem, and, if they were the same,averagingthem into a new frame (the
reference frame).

Figure4.1 showsthe algorithmusedto performthis processEachframewas
smoothed beforehandto reducenoise,andthe thresholdvaluewassetto 1 greylevel.
This thresholdwas intentionally chosento be severe,rejecting all but definitely
desirable scene information. Although this meant that some 'satisfactory' scene
information was rejected, this could be obtained from subsequentframes. The



algorithm took approximatelyl10 iterationsbeforethe referenceimage was virtually
fully generated.

it |P. (%)= P, (x.y)| < Threshold

then P, (xy)=(P. (xy) + Py (x¥))/2

where P- = pixel valuein frame, P; = pixel valuein reference, n = frame no.,
X =row, y =column

Figure 4.1 : Reference Generating Algorithm

The equal weighting for P. ~and P; was chosen, as a result of

experimentationfo allow a reasonablyquick changein the referencefor lighting
changes,while, not allowing momentarily stationary cars waiting to enter the
roundabout to appear in the reference image.

It is intendedthat this processrun continually, as a backgroundprocessto
tracking, to provide an up-to-datereferenceimage and may, typically, be updated
everytwo secondstaking aroundone fifth of a secondto execute.In this way, the
reference frame would be, temporally, just behind the current frame.

5 Experimental Results

Figures5.1 to 5.8 show experimentaresultsfor the techniquesdescribedn
this paper. Twdypical roundabouscenesvhich wereusedto testthesetechniquesre
shownin figures5.1 & 5.5. Thesescenedoth showmanycarsthat areclearly visible,
but also somecarsthat are virtually impossibleto detect,evenby the humanvisual
system.

Figures5.2 & 5.6 showthe mappedareain eachscenethe remainderof the
image being blackedout. As can be seen,the road areahas clearly beencorrectly
identified. In figure 5.6, partsof the car park havebeenidentified asroad. This is due
to the movemenbf vehiclesin this areaof the scene Although this is not desirablejt
is consistentvith the correctoperationof the systemandwill not causeany problems,
apart from an increase in the area requiring processing.

From figure 5.6, it may seemthat someareasof the image containingno
moving vehicles (e.g. the buildings at the back of the image) have been falsely
identified as road. This has beencausedby the presenceof someparticularly large
vehicles (e.g. articulatedlorries) in previousframes. This is not a problem since,
although this area does not precisely correspond to the rameniappropriateareato
search for vehicles.



The reference generator gave exceptionally good results fowdrsezenesAs
can be seen in figures 5.3 & 5.7, carsarepresenon theroad.Figure5.7 alsoshows
how parked cars are interpreted as background as they are not moving.

Finally, figures 5.4 & 5.8 show the results of a simple centroid tracking
system, implementeid testthe usefulnes®f the mapandreferencémageslin each,a
car hasbeensuccessfullytrackedacrossa portion of the roundaboutshown by the
highlighted trail behind each vehicle. Thus, demonstratingthe validity of this
approach.

Figure5.1: A Typical Roundabout Figure 5.2 : The Mapped Road Area
Scene

Figure 5.3 : The Reference Image Figure 5.4 : Highlighted Path of a
(Showing all Moving Objectsto have Vehicle
been Removed)



Figure 5.5 : A Typical Roundabout Figure 5.6 : The Mapped Road Area
Scene

Figure 5.7 : The Reference Image Figure 5.8 : Highlighted Path of a
(Showing all Moving Objectsto have Vehicle
been Removed)

6 Conclusions

This paper has described wari&rriedout that providesusefulfoundationgor
real-timetracking applications;namely,a methodfor automaticallygeneratinga map
imageanda methodfor automaticallygeneratinga referenceémage.Thesehavebeen
successfully proven to work independently of user interaction and used, in
combination,aspart of a vehicletracking system.to track vehiclesin morethanone
roundabout scene.

7 Further Work

Arising from this work, additionalsceneinformation could be automatically
generatedand that would be of use. This information includes: vehicle entry/exit
points, an estimationof the 'groundplane'and an estimationof velocity vectorsfor
vehicles to help deal with occlusion.



Additionally, it is now our intentionto developthe tracking algorithmto its

conclusion.
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