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Abstract
The range and physical size of an object may be determined from a sequence of image
size measurements as an object is approached. The inverse image size is linear with the
distance travelled by the camera. A recursive (Kalman) estimator is used to give the
object range and size. Results are presented for an example image sequence.

1 Introduction

We describe a method that estimates the range (or depth) of an object from a monocular
sequence of image size measurements. The case of approximately linear camera motion is
considered. The way the image size of an object increases with time, as the object is
approached, is known and with this model of the looming behaviour the range and the
size of an object can be estimated. The image processing applied to each frame first
detects then segments compact blob-like objects. From this a size measure is extracted.
The range estimation technique uses the measurements from multiple images to achieve
accuracy, and may be implemented in a recursive form for computational efficiency.

Research into depth estimation using passive techniques has been centred on the
processing of two or more successive images [1, 2, 3]. The use of object size and
multiple frames to enhance motion parameter and object depth estimates have been
reported [4, 5, 6].

The technique described here differs from earlier work by using the inverse image size
of objects. It is computationally more tractable as it does not estimate camera ego-motion
and depth throughout a scene.
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Figure 1 The Imager

2 Background Theory

The inverse image size in the i1" image, y(ti), (see Figure 1) is:

y(ti) =
ZQ_ _

(x2(ti)-x,(ti)) ~ Ax(tj) " kfAX kfAX% = a + bS(tj) (1)
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Where the range to the object, Z(t), is the initial range, ZQ, minus the distance travelled
towards the object, S(t). The physical size of the object is AX, the object size on the
image plane (in pixels) is Ax(t), k is a constant that relates pixel distances to metres, f is
the focal length of the camera in metres, and a and b are the two constants to be
determined. Use of relative position (size) removes the need to find the focus of
expansion, and makes the technique immune to small random rotations of the translating
camera. The variation in depth of the occluding boundary is assumed small with respect
to the distance from the camera.

3 Image Size Measurements

The image processing we have used consists of spoke filter detection of blob-like objects
[7], and a spoke segmentor [8, 9]. The processing flow used in the experiments reported
here was automatic and included object centroid tracking (which we do not discuss
further). Object centroid and size measurements are extracted from each image with the
filter predictions guiding the processing of the next image in the sequence.

A first order error analysis gives the variance in the inverse image size, p (t), in
terms of the variance of the true image size measurements, pXJ[:

4 Recursive (Kalman) Filter Formulation

The system is modelled by two states (equation 3). It has a single input y(n), the inverse
image size measurement (equation 4). The additive plant noise, w(n), is approximated
by zero mean gaussian noise with variance cw^ representing the noise in the camera
motion. The additive measurement noise, v(n), has variance ov

2 which varies with true
image size (equation 2).

f a(n) I r 0 1 [ 1 0
s(n) = = As(n-l) + w(n) =

L b(n) J L 1 J L 0 1

a(n-l)

b(n-l)
w(n) (3)

y(n) = [ 1 S(t)n ] + V(n) = C(n) s(n) + v(n) (4)

The state, covariance prediction and update are found using standard Kalman filter
techniques.

4.1 Initial conditions for the Kalman filter

The Kalman filter requires an initial estimate of both the state and the covariance matrix,
Po, which reflects the uncertainty in the initial state. The state is given by s = f(z), where
z = [Zo, AX]T. The covariance matrix for s in terms of that for z is:

Ps = Jj Pz Jf (5)
where Pz is the covariance matrix for z and Jf is the Jacobian of f with respect to z.
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5 Results

We present results based on a sequence of 62 images taken as a camera approached an
object (Figure 2). The measured image size and the inverse image size are both plotted
against distance travelled in Figures 3a & b. The linear inverse image size is clear, as is
the effect of noise when the image size is small.

Figure 2 segmented images at ranges of 22.5m and 6.5m
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Figure 3 - a) Measured image size, and b) Inverse image size, vs distance travelled
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Figure 4 - error ellipses in a) the a/b space and b) mapped into the range/size space.

6 Discussion and Error Analysis

The state estimate and state covariance after the first image and then every tenth image are
shown as a point at the centre of an ellipse, Figure 4a. Each ellipse represents a locus of
points where the probability density for the system state s has dropped to 1/e of the
maximum. The results are processed to produce estimates of the initial range and object
size using equation 1. Figure 4b shows the processed results. The initial assumptions
were: AX = 2 ± l m ; Zo =100 + 100m; pxx = 25 pixels2; cw

2= 2*10"6 nr2pixels-2; and
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kf = 610 pixels. The final estimate (smallest ellipse) of initial range was 65.01 ± 0.85m
and target physical size was 1.51 ± 0.31m (the true values were 64.50 ± 0.01m and 1.35
± 0.01m respectively).

7 Concluding Remarks

We have shown how the range of an object may be estimated from size measurements
obtained from a sequence of images, and have tested the technique on visible and
infrared image sequences. The technique is largely independent of the image sensors, the
nature of the imagery, and the image processing so long as a sequence of size
measurements is acquired. The technique has a number of applications, including
automobile control, autonomous vehicles, and aerospace [10]. It suggests further work
in this area for both machine and biological motion-based scene interpretation.
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