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Abstract

We acquire a great deal of information about the
world about us by perceiving the colour of objects.
We can manage without colour, but certain tasks
can become rather difficult - telling ripe from unripe
fruits, or finding green tennis balls lost in grass, for
example. Yet colour information is seldom used by
the machine vision community, although, given the
present state of image understanding technology, it
is undesirable to waste cues as to the nature of the
world observed.

The colour signal received by an imaging device
does not itself tell us much about the world. We
need to compute from this signal the surface re-
flectances of the objects that were imaged. To do so,
we need to be able to find changes in the colour sig-
nal. This requires an understanding of what a note-
worthy difference in colour is. We discuss metrics on
the colour space, colour constancy, and some mod-
els of colour vision. We describe a working colour
edge finder, based on an opponent coding scheme,
which uses Fleck's edge finder to generate a colour
edge map.

1 INTRODUCTION
There is a fundamental theme of matching edges or fea-
tures in a large number of vision techniques: in stereo, in
motion stereo, in motion, and in grouping. I propose that a
grey-level edge is an insufficiently rich description of what
is happening in an image to allow effective, unambiguous
matching. We cannot waste information: we should use
all cues in the image that allow us to assert something
about the world. Recording the colour at each side of
a change in colour, and then attempting to match such
changes in colour will produce better results than match-
ing edge-points, simply because the richer description can
reduce the number of spurious matches.

Being able to perceive the colour of objects is a useful
skill. For example:

• Ripe and unripe tomatoes have no great difference in
brightness.

• Consider matching (for stereo, or motion, or what-
ever) grey-level images of a bookshelf: there is likely
to be a considerable picket-fence effect. The matches
may be disambiguated by recording the colour present
on each side of an edge in each image.

• A robot has to deal in different ways with three kinds
of object: one red, one yellow, and one green. We can
easily construct these objects to be hard to tell apart
using brightness or shape properties alone; the robot
need only be a dichromat to tell the objects apart.
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• We have a grey level image of a red ball on a green
lawn; if the ball in a grey level image has the same
intensity as the lawn, an edge detector can find no
edges that would provide us with clues to its pres-
ence. Yet its hue makes it easily distinguishable in a
colour image.

• Consider the problem of deciding whether two collec-
tions of pixels represent the projection into the image
of the same surface. We know that the grey level in-
formation at pixels depends both on the reflectance
and the orientation of a surface. But the colour in-
formation at a pixel depends as well on the shape of
the surface reflectance function, which, by making as-
sumptions about the spatial variation of the spectral
composition of the illuminant, we are able to recover.
Hence we are in a good position to group the points.

• Look at figure 1. In it, you should be able to find
four impala ram and one lamb. If you cannot, try
looking at the colour version of this picture. (This is
less compelling than it should be, as I have not been
able to present the colour pictures here. However,
the components should themselves prove helpful.)

We can use colour information to aid us in solving
grouping problems associated with calculating the shape
of surfaces. The techniques of Brady [5] and Fleck [10] re-
quire one to compute a representation based on pairings of
edge points. Many spurious pairings of edges can arise, and
the computation is O(raJ), where n is the number of edge-
points. We can avoid this problem by grouping the edges,
so that we form representations only for pairs that are in
some sense interesting. Colour information can be used to
advantage here, as it can be used to propose "good" group-
ings, using the fact that the colour of a surface does not
change with its orientation. We may in this way obtain a
large simplification in the complexity of the computation,
if not in its order.

The most useful information is concentrated at changes,
and we need to be able to find changes in colour. We must
first discuss how we aquire colour information, and what
it represents. Thereafter we discuss a metric on the colour
space, an idea fundamental to finding changes in colour.
We discuss the vexing issue of colour constancy, and we
present a working colour edge finder.

2 EARLY COLOUR VISION
We have a scene consisting of surfaces with surface re-
flectance S(x, y, A), lit by an illuminant, E(x, y, A). The
signal that is available is then the product of S and E,
multiplied with K(x, y), which is constant with respect to
wavelength, and which expresses the viewing geometry. We
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will refer to this signal as the colour signal, and denote it
C(x, y, A) following Wandell [33], and Maloney [22]. This
signal is sampled by photoreceptors distributed both spa-
tially and spectrally.

The retina of the eye consists of tiling of at least four
types of receptor: the rod, and at least three types of cone,
which we shall refer to as R, G, and B cones, distinguished
by the spectral sensitivity of their respective pigments. No-
tice that, although each type of cone possesses a distinct
peak in its spectral sensitivity in a different place, we do
not see red solely through the action of the R cone: rather,
we perceive all colour as a result of interaction between
the cones. The belief is current in the colour literature
that there is only one type of pigment in any given re-
ceptor, and the receptors are labelled according to their
pigment. Notice that at each location on the retina, there
is but one type of receptor. A receptor of class i, receiving
light reflected from a point (x, y) responds with

C{x,y,X)pi(X)d\

where Pi[X) is the spectral sensitivity of that receptor.

For rods, p(A) has a broad area of support, suggesting
that they are primarily of value in estimating the lumi-
nance of any signal reaching the extra-foveal region of the

eye, which is populated with rods, whereas the region of
support of the cones is narrower, although in no sense nar-
row. Although there are no foveal rods [29], there is reason
to believe that the rods contribute to colour vision. [23].
We will not discuss in this paper the role of the rods, al-
though one may plausibly suggest that they play a role in
colour constancy.

The suggestion that each receptor receives light reflected
from only one point in space is unfortunate. Furthermore,
we have given no account of the considerable chromatic
aberration in the eye, which effectively acts as a low pass
filter for spatial frequencies, with the filter passband nar-
rowing as the wavelength decreases. There are a number of
interesting issues to do with the foveal population of blue
cones, indicating that the blue system and the red-green
system are in some ways substantially different [26] [25]
[34] [35].

To digitize scenes, we use a CCD camera and a num-
ber of different gelatine filters; a red component, a green
component and a blue component were digitised for the
images shown. A filter to cut near-visible infrared is used
to prevent the camera responding to these wavelengths, as
gelatine filters are infrared translucent.

cbJ

Figure 1: Impala Rams: there are four impala rams and a lamb in this image, (a)
shows the intensity image of the impala. (b) shows the red component of the colour
version of this picture, (c) shows the green component of the colour version, (d) shows
the blue component of this picture.
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The following differences between our camera setup and
the eye should be noticed:

• The chromatic aberration of the lens involved is so
small at the frequencies of interest as to be of no
importance. Each colour channel has then the same
spatial resolution.

• There are as many kinds of receptors at each point
as we care to put there, within the limitations of the
physics of available filters.

These differences are considerable, but the kernel of the
problem still remains: given the receptor responses, and
knowing the receptor sensitivities, we wish to recover the
surface reflectance function, up to a constant (I refer to
this rather loosely as the shape of the surface reflectance
function.) It is clear that this is not possible without con-
straining assumptions. It is also clear that the human vi-
sual system is fairly good at solving this problem, to such
an extent that most people do not realise that a consid-
erable component of the structure of the signal reaching
their eye is due to the lighting - this tends to come as a
shock to beginners in photography [17] [24].

The problem is referred to in the literature as that of
colour constancy, and is at present only really understood
at a phenomenological level. Fundamental to all computa-
tional work in the subject is the assumption that illumina-
tion changes slowly over space. This is equivalent to the
assumption that a sharp change in the colour signal is due
to a sharp change in the world of reflecting objects, rather
than to a sharp change in illumination.

That the human vision system makes this assumption is
best illustrated by considering the illusions involved while
watching a film: one perceives surfaces moving across the
screen, rather than a blank screen under coloured lighting.

We can present an account of early colour vision as
follows:

• Form a best approximation to the colour signal, and
find the changes in it.

• From those changes, construct an estimate of the spa-
tial structure of the illuminant.

• From this, construct a map of the surface reflectance
functions presumed to have caused the signal.

There are some gross simplifications here, as we have
ignored the many modes of colour perception discussed,
for example, in Beck [2], and are claiming that the world,
at least in the very early stages of a colour vision system,
should be modeled as composed of surfaces. For example,
an image taken with the lens cap on, will be considered to
be an image of a surface that does not reflect any light at
all in the absence of other cues.

The earliest attempt to present an algorithm for a colour
constancy calculation is Land's Retinex calculation [18],
which operates by calculating over a number of paths, the
ratios of the colour signal for a each wavelength sample at
each point in the path. This is then used to calculate the
surface reflectance at each point. The Retinex computa-
tion has not, however, been shown to calculate a descriptor
of colour that is not influenced by the lighting conditions.

McCann et al. [24], as a result of an experiment where
observers attempted to match colour chips to a Mondrian
image made of multiple squares of coloured paper, claim
that there is a strong correlation between what is perceived
and the shape of the surface reflectance function. The ex-
periment is flawed by the fact that they do not attempt
to present the colour chips to which the Mondrian patches
must be matched under a different illuminant than that il-
luminating the Mondrian itself, although the colour names
that they recover are consistent with a computation being
performed that does recover the surface reflectance. This,
and Land's Retinex [18] work, suffers from the problem
that the structure of the lighting under which a scene is
presented appears to simplify the computation. McCann
et al. used as illuminants three essentially monochromatic
lights; write the lighting as

1=0

Then the receptor response for the k'th receptor, which has
receptor sensitivity function pk, is pk, where

Pt =

by the sampling property. The wavelengths chosen, 45Onm,
530nm and 630nm are such that for t yt k, pt(A;) will in
fact be small. So we get

Vk = akbkS(x,y,\k)

(without any summing over k: the bk are constants).

Now the calculation allows us to form the ratio of the
surface reflectance at any one point to that at any other.
Then we will recover for our point a reflectance of

1, S(x, y, y, Ao), S(x, y, , y, Ao))

The problem is evident. If we change the ratios of the
original monochromatic sources, then the direction of this
vector will not change. But if we change the wavelength of
one of the sources, then we recover a vector in a different
direction for the same patch of surface. If we relax the
assumption about monochromatic light sources the com-
putation becomes even less well behaved.

Horn has proposed a generalisation of the retinex cal-
culation suited to a parallel machine [14], and Blake [3]
corrects Horn's proposal such that it can produce a unique
solution. However, neither appeal for two reasons:

• Firstly, Blake's proposal requires all colour patches to
be unchanging, and hence is only suited to Mondrian
world. On the other hand, Horn's proposal will not
necessarily produce a unique solution.

• Secondly, it seems from the above that the retinex
computation will not in fact recover the surface re-
flectance at a point (as always, we want it only up to
a constant).

Another approach to solving this problem is presented
by Maloney and Wandell [21], and detailed by Maloney
[22]. They model lighting and surface reflectance functions
by finite dimensional linear models. There are indications
that such models will be successful for surface reflectance
functions, but it is not at all clear that they can be a
good model of lighting. Certainly it is hard to account for
McCann, McKee, and Taylor's [24] results with a lighting
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model of low dimension. Barlow discussed trichromacy in
the light of such a model, considering the smoothing pro-
duced by the shape of the photoreceptor sensitivity curves,
but concluded that this could not be used to explain colour
constancy effects [l].

In my discussion of finding changes in colour, I avoid
the issue of colour constancy by assuming that the spectral
content of the illuminant varies slowly over space. Thus, all
perceivable spatial changes in colour in images of a given
scene are due to changes in the shape of the surface re-
flectance function. This assumption underlies all colour
constancy work, and is not the same as assuming isochro-
matic illuminants from scene to scene.

The second assumption underlying this work is the as-
sumption that the colour labels attached to a point do
not vary with most small changes in viewpoint, when the
illumination remains unchanged. For this assumption to
be unreasonable requires an unusual setup of lights and
surfaces. The work presented computes an internally con-
sistent description of the changes in the colour signal: this
must precede any colour constancy calculation, whose goal
is to force these labels to be consistent with properties of
the surfaces composing the world. For the purposes for
which we propose this colour edge finder (stereo, motion
and grouping work), this is not unreasonable behaviour, al-
though it is desirable to have a system that can recognise
an object's colour under a variety of lighting conditions.
This latter goal requires a colour constancy system.

Another issue I have so far avoided is that of highlights,
points on surfaces where reflection is essentially specular.
Highlights can lead to groups of edges in an image which
are essentially dependent on the viewing geometry. There
exists some work on the subject, which models the colour
signal produced by a highlight as the sum of the colour
signal produced by the diffuse reflection at the hightlight,
and a (usually large) component which is equivalent to the
illuminant reflected off a white surface. I do not attempt to
explicitly find highlights at this point, although Shafer [32]
has reported some success with his technique, and Gershon
[12] with his. At this stage, both techniques suffer from the
considerable disadvantage that they assume that the light
reflected specularly is due to the illuminant, rather than
to mutual illumination of objects.

3 FINDING CHANGES IN THE
COLOUR SIGNAL

Colour has been popular as a variable by which images may
be segmented, and a number of transformations from RGB
space to some form of Hue-Brightness-Saturation space
have been proposed to improve this segmentation. How-
ever, little work has been done on describing images using
colour: images segmented using colour do not tell us much
about the world if we cannot tell whether the colour is
due to the illuminant or the surface. Ohlander used colour
information very successfully in his region segmentation
program. He produced a segmenter that recursively seg-
mented colour images using histogram splitting for three
different representations of colour in the image. He did
not present a way of using the results of the segmenter
to describe a scene, nor did he use a very sophisticated
representation of colour [28].

Nevatia constructed a colour edge detector by using the
Hueckel operator on each of the red, green and blue images

with the intention of using the additional information to
improve the original edge map, but concluded that most
edge information was in the intensity image [27]. It turns
out that this is in a sense, correct, but is an unfortunate
conclusion: the available colour information, rather than
being a source of new edges, is a rich source of descriptors
to attach to existing edges.

Machuca and Philips, at the end of their 1983 paper
on edge detection using vector field techniques, proposed
a colour edge detector operating on the phase of the IQ
vector (effectively a representation of hue), but presented
few results. Their proposed detector, £.,a6.s(A0), where -y
is a closed curve around a pixel and A0 are the changes in
the phase of the IQ vector as on tracks along -7, was imag-
inative, but has obvious problems with spatial resolution
[20].

Gershon proposed a colour edge detector based on the
presence in the cortex of double opponent cells, but did
not present many experimental results [11]. Faugeras has
described a system for image processing based on a per-
ceptual model of the colour vision system, but does not
address the problem of detecting edges [8].

Two kinds of approach to colour edge finding appear in
the literature:

• A metric that reflects psychophysical performance
is highly desirable for many reasons (designing road
signs, for one). This can be used for edge finding.

• The other approach taken is to attempt to find colour
changes, as Nevatia himself did, by finding changes
separately in some transformed version of the red,
green and blue component images.

Many metrics on colour space, using a line element
approach, have been proposed: Helmholtz first suggested
the technique [13]. All are intended to mimic the human
perception of just noticeable differences. All suffer from
the considerable problem that, by virtue of their construc-
tion, they allow one to ask the (to my mind meaning-
less) ,question, "Is green further from red than blue is from
green?".

These metrics are constructed as follows. We have the
space Rs, which we regard as a Riemannian manifold, and
equip with a metric by constructing the (for our puposes
positive definite) metric tensor with components j,y. Then
the distance from point u to point v is given by:

itn /

where 7 is a curve from u to v. In fact, the minimum
implies that 7 is the geodesic from u to v. Thus this for-
mulation also requires the numerical solution of non-trivial
differential equations merely to tell the distance between
two points, as a geodesic must be constructed. This makes
it less than desirable as a computational technique. Fur-
thermore, the Riemannian manifold formulation is not eas-
ily constructed, and can be difficult to use. It must be
allowed, however, that this representation can be used to
produce predictions of psychophysical thresholds that are
very accurate - see, for example, [16]. It does not cap-
ture in an obvious way the following complexities of colour
perception:

• As a colour desaturates, it is finally perceived as
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white; but white itself is not perceived as having a
hue. Thus, one may follow different paths of constant
(different) hue, to suddenly arrive at a point with no
defined hue.

• A similar remark obtains about the hue and satura-
tion of a colour as it loses brightness and becomes
black [15].

We would also like to be able to represent the following
two effects, which can certainly be done in the manifold
formulation, but only in a way that is non-intutive, as few
people can directly interpret metric tensors.

• The Abney effect: the percieved hue of a colour changes
as an achromatic stimulus is added.

• The Bezold-Brucke effect: the percieved hue of a
colour changes as its luminance alone changes.

(for detailed discussion of both effects, see [36]

One may try to represent the colour space using spher-
ical polar coordinates, with R to represent the brightness,
8 to represent the hue, and <t> to represent the saturation
of the percieved colour. Then we can deform this space
so that the local metric properties of the colour space,
and the Bezold-Brucke and Abney effects, are captured.
(To do this we can use the MacAdam ellipses, and psy-
chophysical data on the effects mentioned.) This approach
to finding changes in colour without using a global metric
on the colour space has this problem, that one is not able
to meaningfully define an analogue of a second difference,
and hence it is extremely difficult to use extant edge finding
machinery. I have found this problem with this approach
insurmountable.

Alternatively one can accept the claim that almost all
changes in colour are found with changes in brightness; and
simply track brightness edges, looking at colour values at
either side of them.

It is however necessary to consider just to what ex-
tent we wish to retain psychophysical plausibility; to do
so, we should need to restrict the spatial bandwidth of our
machine's blue system, and restrict ourselves to just one
receptor at each point over the sensor. This would appear
to be unwise, unless the intention is to construct purely a
computational model of human colour vision.

If we wish to use the spatial bandwidth of our system,
then this option must be rejected. Our sensor has the
ability to spatially localise isoluminant changes in colour,
a task at which humans are very poor. We should use this
ability.

As we have said above, we are attempting to find a
property of surfaces from an image: thus, more than any-
thing else, we are interested in changes in the shape of
the colour signal, which, by the assumptions above, are
assumed to correspond to changes in the shape of the
spectral reflectance of the world. It is clear that an oppo-
nent coding of a colour signal considers the shape of that
colour signal, if we normalise it by the intensity of the two
components involved. A (B-Y)/(B+Y) signal will consider
the relative size of the humps at the long wavelength and
short wavelength ends of the spectral energy density, and a
(R-G)/(R+G) signal will similarly consider the finer scale
shape at the long wavelength end of the spectrum.

This is an important point. The opponents represent a

sensible decomposition of that signal the sensors can recon-
struct. Recall that the only signal available to the system
is the projection of the colour signal onto three functions.
We can then represent the colour signal as an infinite sum.
As the first three basis functions, we choose any set of or-
thogonal functions which span the space spanned by the
receptor sensitivity functions, and as the others, any func-
tions, orthogonal to the sensitivity functions, which, as a
set, span the rest of the space. We can always choose
such functions. Then, to reconstruct the signal, we must
simply compute the coefficients of the receptor sensitivity
functions in the expansion: we are blind to the rest of the
signal, by construction. This result discourages such work
as that of Barlow, for example, [l], who considered the re-
sponse of the receptors to a Fourier decomposition of the
spectrum presented. The approach of decomposing the sig-
nal onto orthogonal bases is a useful one: however there
is a natural basis, which is the one mentioned above. It
is possible using this approach combined with a metric on
the space of reconstructable colour signals, to predict the
human threshold for a just noticeable difference in colour
associated with a shift in wavelength. The preliminary re-
sults I have had with this approach are encouraging, but
not outstanding.

The double opponent cell here begins to make sense.
Look at the receptor sensitivity functions in figure 2. No-
tice that there is a clear separation between the hump at
the blue end of the spectrum, whereas the receptors at the
longwave end of the spectrum are rather close together.
Thus, a signal reconstructed as a linear combination of
these functions can qualitatively be described by consider-
ing two questions:

• (i)is the hump at the shortwave end of the signal
larger or smaller than the composite hump at the
longwave end?

• (ii)considering the finer scale structure of the long-
wave end of the signal, which hump is larger?

Opponent cells can be seen to consider these questions.

The double opponent cell was detected in the goldfish
by Daw [7], and has been shown to be common in the cortex
of the macaque [19]. Rubin and Richards suggested that
this cell detected what they called "spectral crosspoints",
points where the spectral energy density functions due to
neighbouring surfaces crossed over [30]. It can be seen that
the cells in fact detect both these points, and points where

1.0

1.5

1 0

400 500 60O

Figure 2:Receptor sensitivity functions: The graph
shows human cone sensitivity functions plotted as log rela-
tive sensitivity against wavelength. The graphs were simpli-
fied from Bowmaker and Dartnall, 1980.
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the change across wavelength of the colour signal of neigh-
bouring points is of different sign, a fact that they point
out in a second memorandum [31]. Look at figure 3. The
responses of a set of these cells laid along the x axis will be
zero, increase to a maximum, decrease through zero to a
minimum, and increase again to zero (with increasing x).
The zero crossing will mark the colour change in the stimu-
lus. This can be seen as describing the changes that occur
in the shape of the colour signal - we know that the colour
signal must consist of linear combinations of the receptor
sensitivity functions, and we are considering when we apply
what is recognised as an edge finder (a Mexican hat cell)
to that encoding, changes in the shape of the colour signal.
Given that such changes are crucial to the present theo-
ries of colour constancy, which implicitly assume that such
changes have been found (unless one wishes to perform a
retinex computation along all possible paths), it is tempt-
ing to suggest that colour constancy computations occur
no earlier in the visual pathway than the cortex. By these
arguments we claim that there is great value to the compu-
tation described here, which essentially finds and describes
changes in the colour signal. We describe those changes
in terms of the colour signal; the domain of colour con-
stancy is then to describe such changes in terms of surface
properties. Finding the changes first is crucial.

Mollon has expressed a belief that the two chromatic
opponent systems are qualitatively different (see, for exam-
ple [25]). The B-Y system appears to be an older system;
it is present in primates that do not have the benefit of
an R-G system. The R and G receptors are structurally
extremely similar, and the genes for the receptors are car-
ried next to one another on the X chromosome. The psy-
chophysics and physiology of the blue system are different

to those for the R-G system. We then see an appealing
story of increasing sophistication of representation for a
signal: with a B-Y system one can consider only the humps
at either end of the colour signal, whereas with an R-G sys-
tem as well, one may consider also the fine scale structure
at the longwave end of the signal.

All indications point to the suggestion that colour edges
may be detected by applying a conventional edge detector
to an opponent encoding of the image.

4 A WORKING COLOUR EDGE
FINDER

Our goal is to generate an enhanced description of an image
by finding changes in colour. To do so, we are using an
opponent coding of the image and Fleck's state of the art
edge-finder [9]. This edgefinder is noteworthy for a number
of reasons: its very effective noise suppression, its ability to
locate spatially extremely fine changes in grey level (a one
pixel wide "thin bar" is reliably detected as two step edges)
and its use of considerably more sophisticated labelling for
edges than is current.

The way in which this edge finder works is described
elsewhere [9]. A quick summary follows:

• The image is decomposed into a pyramid of scaled
and resampled versions. The finest scale version is
then the image itself. At each scale, at each point
in the image, the maximum of four second direc-
tional derivatives is taken as the response. These
responses, in combination with a sophisticated noise
model, are used to label the image. The labelling

tb)

X

Figure 3: Double opponent cells: (a) shows an indication of the spatial response of
a double opponent cell. Stimulus (b) is a spectral crosspoint; in (c) the changes across
wavelength of the stimulus are of opposite sign.
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refers to whether points are in a region which re-
sponds as being light or dark with respect to neigh-
bouring regions, rather than on an edge itself. Those
pixels labelled as being in a dark response region,
which have as neighbours pixels labelled as being in
a light response region, are then marked as being on
the dark side of a zero crossing; the same (mutatis
mutandis) technique is used to mark pixels on the
light side of a zero crossing. The response at each
scale is combined with the responses at the coarser
scales to produce the finest scale labelling.

I draw attention to the labelling, however, for this is pre-
cisely what we require for a colour edge finder, and the
present edge finder in fact works by expanding the set of
available labels (we ignore labels to do with crack edges
and the like at present, and deal only with the light side -
dark side labelling), increasing our ability to describe the
image, for our labels describe changes in the colour signal
which correspond strongly to changes in surface material
in the world.

The images were all digitized using Kodak Wratten
gelatine filters, no. 's 25, 47B and 58. Neutral density filters
(Kodak Wratten filters, no. 96) were used to compensate
for the camera's reduced gain at short wavelengths. The
near-infrared cut filter was obtained from Balzer's High
Vacuum, and has a response which is essentially neutral in
the visible spectrum.

The colour edge finder works like this. The opponent
signals are computed, and a pyramid of scaled and resam-
pled versions is constructed for these signals, the intensity
signal, and the opponent intensity signal. For those regions
in the image where the opponent intensity signal is below
some threshold, the opponent signals are adjusted to be
in balance, as reliable information about the nature of the
colour signal and its changes does not exist at such points.

Notice that the opponent signals that are constructed
are not an estimation of the human opponent signals under
the circumstances, but, although there are differences in
the shape of the responses of the photoreceptors and the
filters, we may legitimately apply the same encoding trick
as the human vision system. I construct the "composite
hump" at the yellow end by considering the average of the
red and green images at the point in question.

The response regions for each opponent at a scale are
now calculated. Notice that at this stage we do not use
the normalised opponent intensity signals, for the simple
reason that we wish to force the edges in the opponent
signals to line up with those in the intensity signal. I have
found that using the opponent signals leads to an average
error of less than a pixel (or rather, an occasional error of a
pixel, and no greater errors), whereas using the normalised
opponents leads to a larger error which is difficult to deal
with in a principled way.
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Figure 4: The Macbeth ColorChecker: (a) shows the red component of the color
image; (b) the green component; (c) the blue component, (d) shows a drawing with
color names of that section of the colorchecker that is visible.
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These response regions label the image with areas where
the opponents have swung one way or the other. Thus
we can isolate the position of isoluminant colour changes.
When we construct zero crossing maps of the image, the
zero crossings are labelled with the colour in the original
image, and with the nature of the change in colour across
the zero crossing. Keeping the images in register is rela-
tively simple: the fact that the edge finder is so accurate at
localising changes, means that the response regions coin-
cide to within at most a single aberrant pixel. Locally, we
then require edges in the opponents either to be in register
with edges in the brightness image, or to be far from them.

This can easily be enforced. For each pixel marked as
being on the light side of a zero crossing, we inspect locally
its neighbours which are similarly marked. The neighbours
of these pixels which are not marked as being on either side
of a zero crossing, are sorted by opponent response, and
the majority vote is accepted as a labelling for all pixels
visited. The same must be done for all pixels marked as
being on the dark side of a zero crossing, mutatis mutandis.
This technique will deal with errors in the register of the
response images which are a pixel wide; I have found no
worse errors. It does however require of a response region
that it be three pixels wide, for the technique to work. This
is unfortunate.

Phantom edges are zero crossings generated from an
image associated with inflexions, rather than extrema, of
its first derivative. These appear when, for example, a
red region is separated from a green region by a white re-
gion: the white region is then redder than the green region
and greener than the red region. Clark [6] has suggested
that these may be rejected when one marks zero cross-
ings by considering the actual change over the puported
zero crossing: the program described uses an idea due to
Fleck, which works by considering the way these zero cross-
ings tend to arise when one combines a map of responses
obtained at a coarse scale with a set obtained at a finer
scale. The technique is described fully in [9], in this vol-
ume. A version of Clark's technique is also used, as these
spurious edges, although not terribly common in intensity
images, are for some reason a real problem in opponent
encoded images. Opponent zero-crossings are subjected to
this technique as well.

Results obtained using this edge finding scheme are
rather good. We show below some examples; the images
are presented as a set of three component images, and the
response regions and zero crossing maps are shown for a
number of examples.

Figure 5: ColorChecker Edges: (a) shows the zero crossings of the R-G opponent,
(b) shows the zero crossings of the B-Y opponent. The red (blue, resp.) sides of edges
are marked white, the green (yellow, resp.) black.

on,) Figure 6: ColorChecker Edges: (a) shows the response regions of the R-G opponent,
(b) shows the response regions of the B-Y opponent. The red (blue, resp.) responses
are marked white, the green (yellow, resp.) black.
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